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Y Preface

This course is a post-requisite of MATH 235/245 (Linear Algebra II)

and AMATH 231 (Calculus IV) or MATH 247 (Advanced Calculus

III). In other words, familiarity with vector spaces and calculus is

expected.

The course is spiritually separated into two parts. The first part

shall be called Exterior Differential Calculus, which allows for a

natural, metric-independent generalization of Stokes’ Theorem,

Gauss’s Theorem, and Green’s Theorem. Our end goal of this part is

to arrive at Stokes’ Theorem, that renders the Fundamental Theorem

of Calculus as a special case of the theorem.

The second part of the course shall be called in the name of the

course: Differential Geometry. This part is dedicated to studying ge-

ometry using techniques from differential calculus, integral calculus,

linear algebra, and multilinear algebra.

To the learner You will likely want to avoid using this as your main

text going forward. There is little to no intuition introduced in this

course, coupled with seemingly haphazard organization of topics, in-

credibly cryptic definitions and theorems, along with little examples

to reinforce your learning. The lectures and lecture notes are more

likely aimed at those with relatively strong background in the topic,

not for those who are coming into the field for the first time.

Also, as this is written down right now, we are on the last week

of classes and we have yet to even see the entrance to Differential

Geometry, which is the name of the course. At this point, the course

may as well be renamed Exterior Calculus.

http://www.ucalendar.uwaterloo.ca/1819/COURSE/course-MATH.html#MATH235
http://www.ucalendar.uwaterloo.ca/1819/COURSE/course-AMATH.html#AMATH231
http://www.ucalendar.uwaterloo.ca/1819/COURSE/course-MATH.html#MATH247
http://www.ucalendar.uwaterloo.ca/1819/COURSE/course-MATH.html#MATH247




Y Introduction

This introductory chapter is almost entirely taken from Flanders

(1989), of which I appreciate because it does not introduce exterior

differential forms using terminology common to Physics, such as curl

and flux. As a student in Mathematics and have not taken any course

in Physics to make sense of those terminologies, this introduction has

been valuable, and I have decided to add it to my notes for ease of

reference.

The mathematical objects of which we shall study in this course

are called exterior differential forms, and they are objects which

occur when studying integration. For instance,

• a line integral ∫
A dx + B dy + C dz

brings us to a 1-form

ω = A dx + B dy + C dz;

• a surface integral ∫∫
P dy dz + Q dz dx + R dx dy

leads us to a 2-form

α = P dy dz + Q dz dx + R dx dy; (1)

and
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• a volume integral ∫∫∫
H dx dy dz

leads to a 3-form

λ = H dx dy dz.

These are common examples of differential forms in R3. In general,

in an n-dimensional space, we call the expression in the r-fold inte-

gral, i.e.
∫

. . .
∫

︸ ︷︷ ︸
r times

, an r-form in n-variables.

In Equation (1), notice the absence of dz dy, dx dz and dy dx, which

suggests symmetry or skew-symmetry. The further absense of the

terms dx dx, . . . further suggests that the latter is more likely.

In this course, we shall construct a calculus of differential forms

which houses certain inner consistency properties, one of which

is the rule for changing variables in a multiple integral, which is

common in multivariable calculus. For us, we shall define integrals

as oriented integrals, and so we will never need to take absolute

values of Jacobians.

Consider ∫∫
A(x, y) dx dy

with the change of variable

x = x(u, v) and y = y(u, v).

For multivariable calculus, we know that∫∫
A(x, y) dx dy =

∫∫
A
(

x(u, v), y(u, v)
) ∂(x, y)

∂(u, v)
du dv,

which leads us to write

dx dy =
∂(x, y)
∂(u, v)

du dv =

∣∣∣∣ ∂x
∂u

∂x
∂v

∂y
∂u

∂y
∂v

∣∣∣∣ du dv.

Notice that if we set y = x, the determinant has equal rows, and so it

evaluates to 0. If we interchange x and y, the sign of the determinant
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changes. This motivates the rules

dx dx = 0 and dy dx = − dx dy.

In other words, we construct rules for exterior differential forms so

as to capture these properties that the Jacobian introduces.

We shall associate with each r-form ω and (r + 1)-form dω, called

the exterior derivative of ω. Its definition will be given in such a way

that it validates the general Stokes’ formula∫
∂M

ω =
∫

M
dω,

where M will be introduced as an oriented (r + 1)-dimensional

manifold and ∂M is its boundary.

A basic property of the exterior derivative is known as the Poincaré

Lemma:

d(dω) = 0.





Part I

Exterior Differential Calculus





1 Y Lecture 1 Jan 07th

1.1 Linear Algebra Review

# Definition 1 (Linear Map)

Let V, W be finite dimensional real vector spaces. A map T : V → W is

called linear if ∀a, b ∈ R, ∀v ∈ V and ∀w ∈W,

T(av + bw) = aT(v) + bT(w).

We define L(U, W) to be the set of all linear maps from V to W.

Ã Note 1.1.1

• Note that L(U, W) is itself a finite dimensional real vector space.

• The structure of the vector space L(V, W) is such that ∀T, S ∈
L(V, W), and ∀a, b ∈ R, we have

aT + bS : V →W

and

(aT + bS)(v) = aT(v) + bS(v).

• A special case: when W = V, we usually write

L(V, W) = L(V),

and we call this the space of linear operators on V.
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Now suppose dim(V) = n for some n ∈ N. This means that there

exists a basis {e1, . . . , en} of V with n elements.

# Definition 2 (Basis)

A basis B = {e1, . . . , en} of an n-dimensional vector space V is a subset

of V where

1. B spans V, i.e. ∀v ∈ V

v =
n

∑
i=1

viei. 1

1 We shall use a different convention
when we write a linear combination.
In particular, we use vi to represent the
ith coefficient of the linear combination
instead of vi . Note that this should not
be confused with taking powers, and
should be clear from the context of the
discussion.

2. e1, . . . , en are linearly independent, i.e.

viei = 0 =⇒ vi = 0 for every i.

Ã Note 1.1.2

We shall abusively write

viei = ∑
i

viei.

Again, this should be clear from the context of the discussion.

The two conditions that define a basis implies that any v ∈ V can

be expressed as viei, where vi ∈ R.

# Definition 3 (Coordinate Vector)

The n-tuple (v1, . . . , vn) ∈ Rn is called the coordinate vector [v]B ∈
Rn of v with respect to the basis B = {e1, . . . , en}.

Ã Note 1.1.3
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It is clear that the coordinate vector [v]B is dependent on the basis B.

Note that we shall also assume that the basis is “ordered”, which is some-

what important since the same basis (set-wise) with a different “ordering”

may give us a completely different coordinate vector.

Example 1.1.1

Let V = Rn, and êi = (0, . . . , 0, 1, 0, . . . , 0), where 1 is the ith compoe-

nent of ê1. Then

Bstd = {ê1, . . . , ên}

is called the standard basis of Rn. ¥

Ã Note 1.1.4

Let v = (v1, . . . , vn) ∈ Rn. Then

v = v1 ê1 + . . . vn ên.

So Rn 3 [v]Bstd
= v ∈ V = Rn.

This is a privilege enjoyed by the n-dimensional vector space Rn.

Now if we choose a non-standard basis of Rn, say B̃, then [v]B̃ 6=
v.

Ã Note 1.1.5

It does not make sense to ask if a standard basis exists for an arbitrary

space, as we have seen above. A geometrical way of wrestling with this

notion is as follows:

While the subspace is embedding in a vector space of which has a stan-

dard basis, we cannot establish a “standard” basis for this 2-dimensional

subspace. In laymen terms, we cannot tell which direction is up or down,

positive or negative for the subspace, without making assumptions.



28 Lecture 1 Jan 07th Orientation

x

z

y

a 2-dimensional subspace in R3

Figure 1.1: An arbitrary 2-dimensional
subspace in a 3-dimensional space

However, since we are still in a finite-dimensional vector space,

we can still make a connection to a Euclidean space of the same

dimension.

# Definition 4 (Linear Isomorphism)

Let V be n-dimensional, and B = {e1, . . . , en} be some basis of V. The

map

v = viei 7→ [v]B

from V to Rn is a linear isomorphism of vector spaces.

Exercise 1.1.1

Prove that the said linear isomorphism is indeed linear and bijective2. 2 i.e. we are right in calling it linear and
being an isomorphism

Ã Note 1.1.6

Any n-dimensional real vecotr space is isomorphic to Rn, but not canon-

ically so, as it requires the knowledge of the basis that is arbitrarily

chosen. In other words, a different set of basis would give us a different

isomorphism.

1.2 Orientation

Consider an n-dimensional vector space V. Recall that for any linear

operator T ∈ L(V), we may associate a real number det(T), called the
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determinant of T, such that T is said to be invertible iff det(T) 6= 0.

# Definition 5 (Same and Opposite Orientations)

Let

B = {e1, . . . , en} and B̃ = {ẽ1, . . . , ẽn}

be two ordered bases of V. Let T ∈ L(V) be the linear operator defined by

T(ei) = ẽi

for each i = 1, 2, . . . , n. This mapping is clearly invertible, and so

det(T) 6= 0, and T−1 is also linear, such that T−1 (ẽi) = ei, for each

i.

We say that B and B̃ determine the same orientation if det(T) > 0,

and we say that they determine the opposite orientations if det(T) <

0.

Ã Note 1.2.1

• This notion of orientation only works in real vector spaces, as, for

instance, in a complex vector space, there is no sense of “positivity” or

“negativity”.

• Whenever we talk about same and opposite orientation(s), we are usu-

ally talking about 2 sets of bases. It makes sense to make a comparison

to the standard basis in a Euclidean space, and determine that the

compared (non-)standard basis is “positive” (same direction) or “neg-

ative” (opposite), but, again, in an arbitrary space, we do not have this

convenience.

Exercise 1.2.1 (A1Q1)

Show that any n-dimensional real vector space V admits exactly 2 orienta-

tions.

Example 1.2.1
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On Rn, consider the standard basis

Bstd = {ê1, . . . , ên}.

The orientation determined by Bstd is called the standard orientation

of Rn. ¥

1.3 Dual Space

# Definition 6 (Dual Space)

Let V be an n-dimensional vector space. Then R is a 1-dimensional real

vector space. Thus we have that L(V, R) is also a real vector space 3. The 3 Note that L(V, R) is also finite di-
mensional since both the domain and
codomain are finite dimensional.dual space V∗ of V is defined to be

V∗ := L(V, R).

Let B be a basis of V. For all i = 1, 2, . . . , n, let ei ∈ V∗ such that

ei(ej) = δi
j =

1 i = j

0 i 6= j
.

This δi
j is known as the Kronecker Delta.

In general, we have that for every v = vjej ∈ V, where vi ∈ R, by

the linearity of ei, we have

ei(v) = ei(vjej) = vjei(ej) = vjδ
i
j = vi.

So each of the ei, when applied on v, gives us the ith component of

[v]B , where B is a basis of V, in particular

v = viei, where vi = ei(v). (1.1)
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2.1 Dual Space (Continued)

7 Proposition 1 (Dual Basis)

The set

B∗ :=
{

e1, . . . , en
}

1 is a basis of V∗, and is called the dual basis of B, where B is a basis of 1 Note that the ei’s are defined as in the
last part of the last lecture.

V. In particular, dim V∗ = n = dim V.

´ Proof

B∗ spans V∗ Let α ∈ V∗. Let v = vjej ∈ V, where we note that

B = {ei}n
i=1 .

We have that

α(v) = α(vjej) = vjα(ej).

Now for all j = 1, 2, . . . , n, define αj = α(ej). Then

α(v) = αjvj = αjej(v),

which holds for all v ∈ V. This implies that α = αjej, and so B∗

spans V∗.

B∗ is linearly independent Suppose αjej = 0 ∈ V∗. Applying αjej



32 Lecture 2 Jan 09th Dual Space (Continued)

to each of the vectors ek in B, we have

αjej(ek) = 0(ek) = 0 ∈ R

and

αjej(ek) = αjδ
j
k = αk.

By A1Q2, we have that ak = 0 for all k = 1, 2, . . . , n, and so B∗ is

linearly independent. �

Remark 2.1.1

Let B = {e1, . . . , en} be a basis of V, with dual space B∗ =
{

e1, . . . , en}.

Then the map T : V → V∗ such that

T(ei) = ei

is a vector space isomorphism. And so we have that V ' V∗, but not

cannonically so since we needed to know what the basis is in the first

place. a

We will see later that if we impose an inner product on V, then it

will induce a canonical isomorphism from V to V∗.

# Definition 7 (Natural Pairing)

The function

〈·, ·〉 : V∗ ×V → R

given by

〈α, v〉 7→ α(v)

is called a natural pairing of V∗ and V.

Ã Note 2.1.1

A natural pairing is bilinear, i.e. it is linear in α and linear in v, which

means that

〈α, t1v1 + t2v2〉 = t1〈α, v1〉+ t2〈α, v2〉
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and

〈t1α1 + t2α2, v〉 = t1〈α1, v〉+ t2〈α2, v〉,

respectively.

7 Proposition 2 (Natural Pairings are Nondegenerate)

For a finite dimensional real vector space V, a natural pairing is said to be

nondegenerate if This is A1Q2.

∀v ∈ V 〈α, v〉 = 0 ⇐⇒ α = 0

and

∀α ∈ V∗ 〈α, v〉 = 0 ⇐⇒ v = 0.

Example 2.1.1

Fix a basis B = {e1, . . . , en} of V. Given T ∈ L(V), there is an associ-

ated n× n matrix A = [T]B defined by

T(ei) = Aj
iej.

row index

column index

In particular,

A =

block matrix︷ ︸︸ ︷[
[T(e1)]B . . . [T(en)]B

]
and

Ak
i = ek(T(ei)) = 〈ek, T(ei)〉. ¥

# Definition 8 (Double Dual Space)

The set

V∗∗ = L(V∗, R)

is called the double dual space.
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7 Proposition 3 (The Space and Its Double Dual Space)

Let V be a finite dimensional real vector space and V∗∗ be its double dual

space. There exists a linear map ξ such that

ξ : V → V∗∗

As messy as this may seem, this is
really a follow your nose kind of proof.

Since we are proving that a map
exists, we need to construct it. Since
ξ : V → V∗∗ = L(V∗, R), for any v ∈ V,
we must have ξ(v) as some linear map
from V∗ to R.

´ Proof

Let v ∈ V. Then ξ(v) ∈ V∗∗ = L(V∗, R), i.e. ξ(v) : V∗ → R. Then

for any α ∈ V∗,

(ξ(v)) (α) ∈ R.

Since α ∈ V∗, i.e. α : V → R, and α is linear, let us define

ξ(v)(α) = α(v).

To verify that ξ(v) is indeed linear, notice that for any t, s ∈ R, and

for any α, β ∈ V∗, we have

ξ(v)(tα + sβ) = (tα + sβ)(v)

= tα(v) + sβ(v)

= tξ(v)(α) + sξ(v)(β).

It remains to show that ξ itself is linear: for any t, s ∈ R, any

v, w ∈ V, and any α ∈ V∗, we have

ξ(tv + sw)(α) = α(tv + sw) = tα(v) + sα(w)

= tξ(v)(α) + sξ(v)(α)

= [tξ(v) + sξ(w)](α)

by addition of functions. �

7 Proposition 4 (Isomorphism Between The Space and Its Dual

Space)

The linear map in 7 Proposition 3 is an isomorphism.
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´ Proof

From 7 Proposition 3, ξ is linear. Let v ∈ V such that ξ(v) = 0, i.e.

v ∈ ker(ξ). Then by the same definition of ξ as above, we have

0 = (ξ(v))(α) = α(v)

for any α ∈ V∗. By 7 Proposition 2, we must have that v = 0, i.e.

ker(ξ) = {0}. Thus by 7 Proposition A.2, ξ is injective.

Now, since

V∗∗ = L(V∗, R) = L(L(V, R), R),

we have that

dim(V∗∗) = dim(V∗) = dim(V). �

Thus, by the Rank-Nullity Theorem 2, we have that ξ is surjective. 2 See Appendix A.1, and especially
7 Proposition A.3.

The above two proposition shows to use that we may identify V

with V∗∗ using ξ, and we can gleefully assume that V = V∗∗.

Consequently, if v ∈ V = V∗∗ and α ∈ V∗, we have

α(v) = v(α) = 〈α, v〉. (2.1)

2.2 Dual Map

# Definition 9 (Dual Map)

Let T ∈ L(V, W), where V, W are finite dimensional real vector spaces.

Let

T∗ : W∗ → V∗

be defined as follows: for β ∈ W∗, we have T∗(β) ∈ V∗. Let v ∈ V, and

so (T∗(β))(v) ∈ R 3. From here, we may define 3 It shall be verified here that T∗(β)
is indeed linear: let v1, v2 ∈ V and
c1, c2 ∈ R. Indeed

T∗(β)(c1v1 + c2v2)

= c1T∗(β)(v1) + c2T∗(β)(v2)

(T∗(β))(v) = β(T(v)).
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The map T∗ is called the dual map.

Exercise 2.2.1

Prove that T∗ ∈ L(W∗, V∗), i.e. that T∗ is linear.

´ Proof

Let β1, β2 ∈W∗, t1, t2 ∈ R, and v ∈ V. Then

T∗(t1β1 + t2β2)(v) = (t1β1 + t2β2)(Tv)

= t1β1(Tv) + t2β2(Tv)

= t1T∗(β1)(v) + t2T∗(β2)(v). �

Ã Note 2.2.1

Note that in # Definition 9, our construction of T∗ is canonical, i.e. its

construction is independent of the choice of a basis.

Also, notice that in the language of pairings, we have

〈T∗β, v〉 = (T∗(β))(v) = β(T(v)) = 〈β, T(v)〉,

where we note that

T∗(β) ∈ V∗ v ∈ V

β ∈W∗ T(v) ∈W.
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3.1 Dual Map (Continued)

Ã Note 3.1.1

Elements in V∗ are also called co-vectors.

Recall from last lecture that if T ∈ L(V, W), then it induces a dual

map T∗ ∈ L(W∗, V∗) such that

(T∗β)(v) = β(T(v)).

7 Proposition 5 (Identity and Composition of the Dual Map)

Let V and W be finite dimensional real vector spaces.

1. Supppose V = W and T = IV ∈ L(V), then

(IV)
∗ = IV∗ ∈ L(V∗).

2. Let T ∈ L(V, W), S ∈ L(W, U). Then S ◦ T ∈ L(V, U). Moreover,

L (U∗, V∗) 3 (S ◦ T)∗ = T∗ ◦ S∗.
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´ Proof

1. Observe that for any β ∈ V∗, and any v ∈ V, we have

((IV)
∗(β))(v) = β((IV)(v)) = β(v).

Therefore (IV)
∗ = IV∗ .

2. Observe that for γ ∈ U∗ and v ∈ V, we have

((S ◦ T)∗(γ))(v) = γ((S ◦ T)(v))

= γ(S(T(v)))

= S∗(γT(v))

= (T∗ ◦ S∗)(γ)(v),

and so (S ◦ T)∗ = T∗ ◦ S∗ as required. �

Let T ∈ L(V), and the dual map T∗ ∈ L(V∗). Let B be a basis of V,

with the dual basis B∗. We may write

A = [T]B and A∗ = [T∗]B∗ .

Note that

T(ei) = Aj
iej and T∗(ei) = (A∗)i

je
j.

Consequently, we have

〈ek, T(ei)〉 = Ak
i and 〈T∗(ei), ek〉 = (A∗)i

k.

From here, notice that by applying ek ∈ V = V∗∗ to both sides, we

have

(A∗)i
k = ek(T∗(ei)) = 〈T∗(ei), ek〉

(∗)
= 〈ei, T(ek)〉 = Ai

k.

Thus A∗ is the transpose of A, and

[T∗]B∗ = [T]tB (3.1)

where Mt is the transpose of the matrix M.
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3.1.1 Application to Orientations

Let B be a basis of V. Then B determines an orientation of V. Let B∗

be the dual basis of V∗. So B∗ determines an orientation for V∗.

Example 3.1.1

Suppose B and B̃ determines the same orientation of V. Does it

follow that the dual bases B∗ and B̃∗ determine the same orientation

of V∗? ¥

´ Proof

Let

B = {e1, . . . , en} B̃ = {ẽ1, . . . , ẽn}

B∗ =
{

e1, . . . , en
}

B̃∗ =
{

ẽ1, . . . , ẽn
}

Let T ∈ L(V) such that T(ei) = ẽi. By assumption, det T > 0.

Notice that

δi
j = ẽi(ẽj) = ẽi(Tej) = (T∗(ẽi))(ej),

and so we must have T∗(ẽi) = ei. By Equation (3.1), we have that

det T∗ = det T > 0

as well. This shows that B∗ and B̃∗ determines the same orienta-

tion. �

3.2 The Space of k-forms on V

# Definition 10 (k-Form)

Let V be an ndimensional vector space. Let k ≥ 1. A k-form on V is a

map

α : V ×V × . . .×V︸ ︷︷ ︸
k times

→ R

such that
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1. (k-linearity / multi-linearity) if we fix all but one of the arguments

of α, then it is a linear map from V to R; i.e. if we fix

v1, . . . , vj−1, vj+1, . . . , vk ∈ V,

then the map

u 7→ α(v1, . . . , vj−1, u, vj+1, . . . , vk)

is linear in u.

2. (alternating property) α is alternating (aka totally skewed-

symmetric) in its k arguments; i.e.

α(v1, . . . , vi, . . . , vj, . . . , vk) = α(v1, . . . , vj, . . . , vi, . . . , vk).

Example 3.2.1

The following is an example of the second condition: if k = 2, then

α : V ×V → R. Then α(v, w) = −α(w, v).

If k = 3, then α : V ×V ×V → R. Then we have

α(u, v, w) = −α(v, u, w) = −α(w, v, u) = −α(u, w, v)

= α(v, w, u) = α(w, u, v). ¥

Ã Note 3.2.1

Note that if k = 1, then condition 2 is vacuous. Therefore, a 1-form of V

is just an element of V∗ = L(W, R).

Remark 3.2.1 (Permutations)

From the last example, we notice that the ‘sign’ of the value changes as we

permute more times. To be precise, we are performing transpositions on the

arguments 1, i.e. we only swap two of the arguments in a single move. Here 1 See PMATH 347.

are several remarks about permutations from group theory:

https://tex.japorized.ink/PMATH347S18/classnotes.pdf#defn.13
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• A permutation σ of {1, 2, . . . , k} is a bijective map.

• Compositions of permutations results in a permutation.

• The set Sk of permutations on the set {1, 2, . . . , k} is called a group.

• There are k! such permutations.

• For each transposition, we may assign a parity of either −1 or 1, and

the parity is determined by the number of times we need to perform a

transposition to get from (1, 2, . . . , k) to (σ(1), σ(2), . . . , σ(k)). We

usually denote a parity by sgn(σ).

The following is a fact proven in group theory: let σ, τ ∈ Sk. Then

sgn(σ ◦ τ) = sgn(σ) · sgn(τ)

sgn(id) = 1

sgn(τ) = sgn(τ−1). a

Using the above remark, we can rewrite condition 2 as follows:

Ã Note 3.2.2 (Rewrite of condition 2 for # Definition 10)

α is alternating, i.e.

α(vσ(1), . . . , vσ(k)) = sgn(σ) · α(v1, . . . , vk),

where σ ∈ Sk.

Remark 3.2.2

If α is a k-form on V, notice that

α(v1, . . . , vk) = 0

if any 2 of the arguments are equal. a
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4.1 The Space of k-forms on V (Continued)

# Definition 11 (Space of k-forms on V )

The space of k-forms on V, denoted as Λk (V∗), is the set of all k-forms

on V, made into a vector space by setting

(tα + sβ)(v1, . . . , vk) := tα(v1, . . . , vk) + sβ(v1, . . . , vk),

for αβ ∈ Λk (V∗), t, s ∈ R.

Ã Note 4.1.1

By convention, we define Λ0 (V∗) = R. The reasoning shall we shown

later.

Ã Note 4.1.2

By the note on page 40, observe that ∧1 (V∗) = V∗.

7 Proposition 6 (A k-form is equivalently 0 if its arguments are

linearly dependent)
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Let α be a k-form. Then if v1, . . . , vk are linearly dependent, then

α(v1, . . . , vk) = 0.

´ Proof

Suppose one of the v1, . . . , vk is a linear combination of the rest of

the other vectors; i.e.

vj = c1v1 + . . . + cj−1vj−1 + cj+1vj+1 + . . . + ckvk.

Then since α is multilinear, and by the last remark in Chapter 3, we

have

α(v1, . . . , vj−1, vj, vj+1, . . . , vk) = 0. �

�Corollary 7 (k-forms of even higher dimensions)

Λk (V∗) = {0} if k > n = dim V.

´ Proof

Any set of k > n vectors is necessarily linearly dependent. �

Ã Note 4.1.3

�Corollary 7 implies that Λk (V∗) can only be non-trivial for 0 ≤ k ≤
n = dim V.

4.2 Decomposable k-forms

There is a simple way to construct a k-form on V using k-many 1-

forms from V, i.e. k-many elements from V∗. Let α1, . . . , αk ∈ V∗.
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Define a map

α1 ∧ . . . ∧ αk : V ×V × . . .×V︸ ︷︷ ︸
k copies

→ R

by(
α1 ∧ . . . ∧ αk

)
(v1, . . . , vk) := ∑

σ∈Sk

(sgn σ) ασ(1)(v1)α
σ(2)(v2) . . . ασ(k)(vk).

(4.1)

We need, of course, to verify that the above formula is, indeed, a

k-form. Before that, consider the following example:

Example 4.2.1

If k = 2, we have(
α1 ∧ α2

)
(v1, v2) = α1(v1)α

2(v2)− α2(v1)α
1(v2).

and if k = 3, we have(
α1 ∧ α2 ∧ α3

)
(v1, v2, v3) = α1(v1)α

2(v2)α
3(v3) + α2(v1)α

3(v2)α
1(v1)

+ α3(v1)α
1(v2)α

2(v3)− α1(v1)α
3(v2)α

2(v3)

− α2(v1)α
1(v1)α

3(v3)− α3(v1)α
2(v2)α

1(v3).¥

Now consider a general case of k. It is clear that Equation (4.1) is

k-linear: if we fix any one of the arguments, then Equation (4.1) is

reduced to a linear equation.

For the alternating property, let τ ∈ Sk. WTS(
α1 ∧ . . . ∧ αk

) (
vτ(1), . . . , vτ(k)

)
= (sgn τ)

(
α1 ∧ . . . ∧ αk

)
(v1, . . . , vk) .
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Observe that(
α1 ∧ . . . ∧ αk

) (
vτ(1), . . . , vτ(k)

)
= ∑

σ∈Sk

(sgn σ) ασ(1)
(

vτ(1)

)
. . . ασ(k)

(
vτ(k)

)
= ∑

σ∈Sk

(
sgn σ ◦ τ−1

)
(sgn τ) α(σ◦τ−1)(τ(1))

(
vτ(1)

)
. . . α(σ◦τ−1)(τ(k))

(
vτ(k)

)
= (sgn τ) ∑

σ◦τ−1∈Sk

(
sgn σ ◦ τ−1

)
α(σ◦τ−1)(1)(v1) . . . α(σ◦τ−1)(k)(vk)

= (sgn τ) ∑
σ∈Sk

ασ(1)(v1) . . . ασ(k)(vk) ∵ relabelling

= (sgn τ)
(

α1 ∧ . . . αk
)
(v1, . . . , vk) ,

as claimed.

# Definition 12 (Decomposable k-form)

The k-form as discussed above is called a decomposable k-form, which for ease of reference shall be re-expressed

here: (
α1 ∧ . . . ∧ αk

)
(v1, . . . , vk) := ∑

σ∈Sk

(sgn σ) ασ(1)(v1)α
σ(2)(v2) . . . ασ(k)(vk).

Ã Note 4.2.1

Not all k-forms are decomposable. If k = 1, n − 1 and n, but not for

1 < k < n− 1.

In A1Q5(c), we will show that there exists a 2-form in n = 4 that is

not decomposable.

7 Proposition 8 (Permutation on k-forms)

Let τ ∈ Sk. Then

ατ(1) ∧ . . . ∧ ατ(k) = (sgn τ)α1 ∧ . . . ∧ αk



PMATH365 — Differential Geometry 47

´ Proof

Firstly, note that sgn τ = sgn τ−1. Then for any (v1, . . . , vk) ∈ Vk,

we have

ατ(1) ∧ . . . ∧ ατ(k)(v1, . . . , vk)

= ∑
σ∈Sk

(sgn σ)ασ◦τ(1)(v1) . . . ασ◦τ(k)(vk)

= ∑
σ◦τSk

(sgn σ ◦ τ)
(

sgn τ−1
)

ασ◦τ(1)(v1) . . . ασ◦τ(k)(vk)

= (sgn τ) ∑
σ∈Sk

(sgn σ)ασ(1)(v1) . . . ασ(k)(vk)

= (sgn τ)(α1 ∧ . . . ∧ αk).

This completes our proof. �

Proof for 7 Proposition 9 is in A1.

7 Proposition 9 (Alternate Definition of a Decomposable k-

form)

Another way we can define a decomposable k-form is

(α1 ∧ . . . ∧ αk)(v1, . . . , vk) = ∑
σ∈Sk

(sgn σ)α1(vσ(1)) . . . αk(vσ(k)).

¯Theorem 10 (Basis of Λk(V∗))

Let B = {e1, . . . , en} be a basis of V, a n-dimensional real vector space,

and the dual basis B∗ =
{

e1, . . . , en} of V∗. THen the set{
ej1 ∧ . . . ∧ ejk

∣∣∣ 1 ≤ j1 < j2 < . . . < jk ≤ n
}

is a basis of Λk(V∗).

�Corollary 11 (Dimension of Λk(V∗))
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The dimension of Λk(V∗) is (n
k) = ( n

n−k), which is also the dimension of

Λn−k(V∗). This also works for k = 0 1. 1 This is why we wanted Λ0(V∗) = R.

´ Proof (¯Theorem 10)

Firstly, let α be an arbitrary k-form, and let v1, . . . , vk ∈ V. We may

write

vi = vj
iej,

where vj
i ∈ R. Then

α(v1, . . . , vk) = α
(

vj1
1 ej1 , . . . , vjk

k ejk

)
= vj1

1 . . . vjk
k α(ej1 , . . . , ejk )

by multilinearity and totally skew-symmetry of α, where ji ∈
{1, . . . , n}. Let

α(ej1 , . . . , ejk ) = αj1,...,jk , (4.2)

represent the scalar. Then

α(v1, . . . , vk) = αj1,...,jk vj1
1 . . . vjk

k

= αj1,...,jk ej1(v1) . . . ejk (vk).

Now since αj1,...,jk is totally skew-symmetric, α = 0 if any of the

jk’s are equal to one another. Thus we only need to consider the

terms where the jk’s are distinct. Now for any set of {j1, . . . , jk},
there exists a unique σ ∈ Sk such that σ rearranges the ji’s so that

j1, . . . , jk is strictly increasing. Thus

α(v1, . . . , vk) = ∑
j1<...<jk

∑
σ∈Sk

αjσ1(),...,σ(k)
ejσ(1)(v1) . . . ejσ(k)(vk)

= ∑
j1<...<jk

∑
σ∈Sk

(sgn σ)αj1,...,jk ejσ(1)(v1) . . . ejσ(k)(vk)

= ∑
j1<...<jk

αj1,...,jk ∑
σ∈Sk

(sgn σ)ejσ(1)(v1) . . . ejσ(k)(vk)

= ∑
j1<...<jk

αj1,...,jk

(
ej1 ∧ . . . ∧ ejk

)
︸ ︷︷ ︸

α

(v1, . . . , vk).
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Thus we have that

α = ∑
j1<...<jk

αj1,...,jk ej1 ∧ . . . ∧ ejk . (4.3)

Hence ej1 ∧ . . . ∧ ejk spans Λk(V∗).

Now suppose that

∑
j1<...<jk

αj1,...,jk ej1 ∧ . . . ∧ ejk

is the zero element in Λk(V∗). Then the scalar in Equation (4.2)

must be 0 for any j1, . . . , jk. Thus{
ej1 ∧ . . . ∧ ejk

∣∣∣ 1 ≤ j1 < j2 < . . . < jk ≤ n
}

is linearly independent. �
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5.1 Decomposable k-forms Continued

There exists an equivalent, and perhaps more useful, expression for

Equation (4.3), which we shall derive here. Sine αj1,...,jk and ej1 ∧ . . . ∧
ejk are both totally skew-symmetric in their k indices, and since there

are k! elements in Sk, we have that

1
k!

αj1,...,jk ej1 ∧ . . . ∧ ejk =
1
k! ∑

j1,...,jk
distinct

αj1,...,jk ej1 ∧ . . . ∧ ejk

=
1
k! ∑

j1<...<jk
∑

σ∈Sk

ασ(j1),...,σ(jk)e
σ(j1) ∧ . . . ∧ eσ(jk)

=
1
k! ∑

j1<...<jk
∑

σ∈Sk

(sgn σ)αj1,...,jk (sgn σ)ej1 ∧ . . . ∧ ejk

=
1
k! ∑

j1<...<jk
∑

σ∈Sk

αj1,...,jk ej1 ∧ . . . ∧ ejk 1

= ∑
j1<...<jk

αj1,...,jk ej1 ∧ . . . ∧ ejk .

The major advantage of the expression with 1
k! is that all k indices 1 Note that (sgn σ)(sgn σ) = 1.

j1, . . . , jk are summed over all possible values 1, . . . , n instead of hav-

ing to start with a specific order.

5.2 Wedge Product of Forms

# Definition 13 (Wedge Product)

Let α ∈ Λk(V∗) and β ∈ Λl(V∗). We define α ∧ β ∈ Λk+l(V∗) as
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follows. Choose a basis B∗ =
{

e1, . . . , ek
}

of V∗. Then we may write

α =
1
k!

αi1,...,ik ei1 ∧ . . . ∧ eik β =
1
l!

β j1,...,jl e
j1 ∧ . . . ∧ ejl .

We define the wedge product as

α ∧ β :=
1

k!l!
αi1,...,ik β j1,...,jl e

i1 ∧ . . . ∧ eik ∧ ej1 ∧ . . . ∧ ejl

= ∑
i1<...<ik

∑
j1<...<jl

αi1,...,ik β j1,...,jk ei1 ∧ . . . ∧ eik ∧ ej1 ∧ . . . ∧ ejl .

One can then question if this definition is well-defined, since it ap-

pears to be reliant on the choice of a basis. In A1Q4(a), we will show

that this defintiion of α ∧ β is indeed well-defined. In particular, one

can show that we may express α ∧ β in a way that does not involve

any of the basis vectors e1, . . . , en.

# Definition 14 (Degree of a Form)

For α ∈ Λk(V∗), we say that α has degree k, and write |α| = k.

Ã Note 5.2.1

By our definition of a wedge product above, we have that

|α ∧ β| = |α|+ |β| .

Note that since a 0-form lies in Λk(V∗) for all k, we let |k| be anything /

undefined.

Remark 5.2.1

1. α ∧ β is linear in α and linear in β by its definition, i.e. for any t1, t2 ∈
R, α1, α2 ∈ Λk(V∗), and any β ∈ Λl(V∗),

(t1α1 + t2α2) ∧ β = t1(α1 ∧ β) + t2(α2 ∧ β),

and a similar equation works for linearity in β.
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2. The wedge product is associative; this follows almost immediately from its

construction.

3. The wedge product is not commutative. In fact, if |α| = k and |β| = l,

then

β ∧ α = (−1)kl α ∧ β. (5.1)

We call this property of a wedge product graded commutative, super

commutative or skewed-commutative.

Note that this also means that even degree forms commute with any

form.

Also, note that if |α| is odd, then α ∧ α = 0. a

Example 5.2.1

Let α = e1 ∧ e3 and β = e2 + e3. Then

α ∧ β =
(

e1 ∧ e3
)
∧
(

e2 + e3
)

= e1 ∧ e3 ∧ e2 + e1 ∧ e3 ∧ e3

= −e1 ∧ e2 ∧ e3 + 0

= −e1 ∧ e2 ∧ e3. ¥

The contrapositive of �Corollary 12

is true as well: if the wedge product is
equivalently zero, then we can rewrite
the wedge product so that one of the
k-forms is expressed in terms of the
others.

�Corollary 12 (Linearly Dependent 1-forms)

Suppose α1, . . . , αk are linearly dependent 1-forms on V. Then α1 ∧ . . . ∧
αk = 0.

´ Proof

Suppose at least one of the αj is a linear combination of the rest, i.e.

αj = c1α1 + . . . + cj−1αj−1 + cj+1αj+1 + . . . + ckαk.

Since all of the αi’s are 1-forms, we will have αi ∧ αi in the wedge

product, and so our result follows from our earlier remark. �
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Example 5.2.2

Let α = αiei, β = β jej ∈ V∗. Then

α ∧ β = αiβ jei ∧ ej

=
1
2

αiβ jei ∧ ej +
1
2

αiβ jei ∧ ej

=
1
2

αiβ jei ∧ ej − 1
2

αjβiei ∧ ej

=
1
2
(αiβ j − αjβi)e1 ∧ ej

=
1
2
(α ∧ β)ijei ∧ ej,

where (α ∧ β)ij = αiβ j − αjβi. ¥

We shall prove the following in A1Q6.

Exercise 5.2.1

Let α = αiei ∈ V∗, and

η =
1
2

ηjkej ∧ ek ∈ Λ2(V∗).

Show that

α ∧ η =
1
6!
(α ∧ η)ijkei ∧ ej ∧ ek,

where

(α ∧ η)ijk = α1ηjk + αjηki + αkηij.

5.3 Pullback of Forms

For a linear map T ∈ L(V, W), we have seen its induced dual map

T∗ ∈ L (W∗, V∗). We shall now generalize this dual map to k-forms,

for k > 1.

# Definition 15 (Pullback)

Let T ∈ L(V, W). For any k ≥ 1, define a map

T∗ : Λk(W∗)→ Λk(V∗),

called the pullback, as such: let β ∈ Λk(W∗), and define T∗β ∈ Λk(V∗)
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such that

(T∗β) (v1, . . . , vk) := β (T(v1), . . . , T(vk)) .

Ã Note 5.3.1

It is clear that T∗β is multilinear and alternating, since T itself is linear,

and β is multilinear and alternating.

The pullback has the following properties which we shall prove in

A1Q8.

7 Proposition 13 (Properties of the Pullback)

1. The map T∗ : Λk(W∗) → Λk(V∗) is linear, i.e. ∀α, β ∈ Λk(W∗) and

s, t ∈ R,

T∗(tα + sβ) = tT∗α + sT∗β. (5.2)

2. The map T∗ is compatible iwth the wedge product operation in the

following sense: if α ∈ Λk(W∗) and β ∈ Λl(W∗), then

T∗(α ∧ β) = (T∗α) ∧ (T∗β) .





Part II

The Vector Space Rn as a Smooth

Manifold
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6.1 The space Λk(V) of k-vectors and Determinants

Recall that we identified V with V∗∗, and so we may consider Λk(V) =

Λk(V∗∗) as the space of k-linear alternating maps

V∗ ×V∗ × . . .×V∗︸ ︷︷ ︸
k copies

→ R.

Consequently (to an extent), the elements of Λk(V) are called k-

vectors. A k-vector is an alternating k-linear map that takes k covec-

tors (of 1-forms) to R.

Example 6.1.1

Let {e1, . . . , en} be a basis of V with the dual basis {e1, . . . , en}, which

is a basis of V∗. Then any A ∈ Λk(V∗) can be written uniquely as

A = ∑
i1<...<ik

Ai1,...,ik ei1 ∧ . . . ∧ eik

where

Ai1,...,ik = A
(

ei1 , . . . , eik
)

.

We also have that

A =
1
k!
Ai1,...,ik ei1 ∧ . . . ∧ eik . ¥

Ã Note 6.1.1
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Note that

dim Λk(V) =
n!

k!(n− k)!
.

# Definition 16 (kth Exterior Power of T)

Let T ∈ L(V, W). Then T induces a linear map

Λk(T) ∈ L
(

Λk(V), Λk(W)
)

,

defined as (
ΛkT

)
(v1 ∧ . . . ∧ vk) = T(v1) ∧ . . . ∧ T(vk),

where v1, . . . , vk are decomposable elements of Λk(V), and then extended

by linearity to all of Λk(V). The map ΛkT is called the kth exterior

power of T.

Ã Note 6.1.2

Consider the special case of when W = V and k = n = dim V. Then

T ∈ L(V) induces a linear operator Λn(T) ∈ L(Λn(V)). It is also

noteworthy to point out that any linear operator on a 1-dimensional

vector space is just scalar multiplication.

Furthermore, notice that in the above special case, we have

dim Λn(V) =

(
n
n

)
= 1.

# Definition 17 (Determinant)

Let dim V = n and T ∈ L(V). We have that dim Λn(V) = 1. Then

ΛnT ∈ L (Λn(V)) is a scalar multiple of the identity. We denote this

scalar multiple by det T, and call it the determinant of T, i.e.

Λn(T)A = (det T)IA
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for any A ∈ Λn(V), where I is the identity operator.

Ã Note 6.1.3

We should verify that this ‘new’ definition of a determinant agrees with

the ‘classical’ definition of a determinant.

´ Proof

Let B = {e1, . . . , en} be a basis of V, and let A = [T]B be the n× n

matrix of T wrt the basis B. So T(ei) = Aj
iej. Then {e1 ∧ . . . ∧ en} is

a basis of Λn(V), and

(ΛnT) (e1 ∧ . . . ∧ en) = T(e1) ∧ . . . ∧ T(en)

= Ai1
1 ei1 ∧ . . . ∧ Ain

n ein

= Ai1
1 Ai2

2 . . . Ain
n ei1 ∧ . . . ∧ ein

= ∑
i1,...,in
distinct

Ai1
1 . . . Ain

n ei1 ∧ . . . ∧ ein

= ∑
σ∈Sn

Aσ(1)
1 . . . Aσ(n)

n eσ(1) ∧ . . . ∧ eσ(n)

= ∑
σ∈Sn

Aσ(1)
1 . . . Aσ(n)

n (sgn σ)e1 ∧ . . . ∧ en

=

(
∑

σ∈Sn

(sgn σ)Aσ(1)
1 . . . Aσ(n)

n

)
(e1 ∧ . . . ∧ en)

=

(
∑

σ∈Sn

(sgn σ)
n

∏
i=1

Aσ(i)
i

)
(e1 ∧ . . . ∧ en) .

We observe that we indeed have

det T = ∑
σ∈Sn

(sgn σ)
n

∏
i=1

Aσ(i)
i . �

Consider the following general situation: Let T ∈ L(V, W), where

dim V = n and dim W = m. Let B = {e1, . . . , en} be a basis of V, and

C = { f1, . . . , fm} a basis of W.

https://en.wikipedia.org/wiki/Determinant#n_%C3%97_n_matrices
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Then there exists a unique m× n matrix A = [T]C,B with respect to

these bases that represents T. A is defined by the property

[T(v)]C = [T]C,B [v]B = A[v]B ,

which means that the left multiplication by A ∈ Rm×n on the coordi-

nate vector [v]B ∈ Rn×1 of v, with respect to B, gives the coordinate

vector [T(v)]C ∈ Rm×1 of T(v), with respect to C. Then, explicitly, let

T(ei) = Aj
i f j, (6.1)

where 1 ≤ i ≤ n and 1 ≤ j ≤ m. Then for v = viei, we have

T(v) = viT(ei) = vi Aj
i f j = (Aj

iv
i) f j,

which is what we could expect from the map T.

Note that the ith column of A is the coordinate vector [T(ei)]C

of the vector T(ei) ∈ W, with respect to C. Then along with Equa-

tion (6.1), we have that

Aj
i = f j(T(ei)). (6.2)

Following the above observation, now consider

ΛkT ∈ L(Λk(V), Λk(W))

where 1 ≤ k ≤ min{m, n}. Then the set

ΛkB = {ei1 ∧ . . . ∧ eik | 1 ≤ i1 < . . . < ik ≤ n}

is a basis for Λk(V) and the set

ΛkC = { f j1 ∧ . . . ∧ f jk | 1 ≤ j1 < . . . < jk ≤ m}

is a basis of Λk(W).

Let Λk A denote the ( m
k ) × ( n

k ) matrix [ΛkT]ΛkC,ΛkB representing

ΛkT with respect to the bases ΛkB and ΛkC of ΛkV and ΛkW, re-

spectively. Let I = (i1, . . . , ik) denote a strictly increasing k-tuple in

{1, . . . , n}, and J = (j1, . . . , jk) denote a strictly increasing k-tuple in
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{1, . . . , m}. Then let

eI = ei1 ∧ . . . ∧ eik ,

f J = ej1 ∧ . . . ∧ jjk .

Thus from Equation (6.1), we have

(ΛkT)(eI) = AJ
I f J , (6.3)

where the sum over J is over all ( m
k ) strictly increasing k-tuples in

{1, . . . , m}.

7 Proposition 14 (Structure of the Determinant of a Linear Map

of k-forms)

The entires AJ
I of Λk A are given by

AJ
I = det


Aj1

i1
. . . Aj1

ik
...

. . .
...

Ajk
i1

. . . Ajk
ik

 . (6.4)

That is, AJ
I is the k × k minor obtained from A by deleting all rows

except j1, . . . , jk and all columns except i1, . . . , ik.
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´ Proof

We shall explicitly compute Equation (6.4). Observe that

(ΛkT)(eI)

= ΛkT(ei1 ∧ . . . ∧ eik )

= T(ei1) ∧ . . . ∧ T(eik )

= (Aj1
i1

f j1) ∧ . . . ∧ (Ajk
ik

f jk )

= Aj1
i1

. . . Ajk
ik

f j1 ∧ . . . ∧ f jk

= ∑
j1,...,jk

distinct

Aj1
i1

. . . Ajk
ik

f j1 ∧ . . . ∧ f jk

= ∑
1≤j1<...<jk≤n

∑
σ∈Sk

A
jσ(1)
i1

. . . A
jσ(k)
ik

f jσ(1) ∧ . . . ∧ f jσ(k)

= ∑
1≤j1<...<jk≤n

(
∑

σ∈Sk

(sgn σ)A
jσ(1)
i1

. . . A
jσ(k)
ik

)
f j1 ∧ . . . ∧ f jk

= ∑
J

(
∑

σ∈Sk

(sgn σ)A
jσ(1)
i1

. . . A
jσ(k)
ik

)
f J

= AJ
I f J ,

where the final line follows from the definition of a determinant,

and is precisely Equation (6.4). �

The following corollary is important to us, not now, but later on

when we begin the section Submanifolds in Terms of Local Parame-

terizations.

�Corollary 15 (Nonvanishing Minor)

Let A be an m× n matrix with rank k ≤ min{m, n}. Then there exists a

k× k submatrix Ã of A such that det Ã 6= 0, i.e. A has a nonvanishing

k× k minor Ã.

´ Proof

Consider the linear map T : Rn × Rm, given by T(v) = Av. In

particular, we have A = [T]Cstd,Bstd
, where Bstd is the standard basis
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of Rn and Cstd the standard basis of Rm.

Note that rank T = dim Img T, which is exactly the dimension

of the span of the columns of A, since columns of A are the images

Aê1, . . . , Aên of the standard basis vector of Rn. From the rank-

nullity theorem, we have that rank T ≤ min{m, n}.

By our supposition, rank T = k, and the columns of A span

Img T, we have that there exists a subset of k columns of A that are

linearly independent vectors, in Rn 1. Let us index the columns by 1 Note that the k vectors need not be
unique.

i1, . . . , ik. Then {Aêi1 , . . . , Aêik} is a linearly independent set in Rm.

By the contrapositive of �Corollary 12, we have that

(ΛkT)(êi1 . . . êik ) = (Aêi1) ∧ . . . ∧ (êik ) 6= 0 ∈ Λk(Rm).

Thus ΛkT : Λk(Rn) → Λk(Rm) is not the zero map. Therefore,

there exists at least one non-zero entry in the matrix Λk A. The

desired result follows from 7 Proposition 14. �

6.2 Orientation Revisited

Now that we have this notion, we may finally clarify to ourselves

what an orientation is without having to rely on roundabout methods

as before. Basically, we now have a more mathe-
matical way of saying ‘pick a direction
and consider it as the positive direction
of V, and that’ll be our orientation’.

# Definition 18 (Orientation)

Let V be an n-dimensional real vector space. Then Λn(V) is a 1-dimensional

real vector space. An orientation on V is defined as a choice of a non-

zero element µ ∈ Λn(V), up to positive scalar multiples.

Ã Note 6.2.1

For any two such orientations µ and µ̃, we have that µ̃ = λµ for some

non-zero λ ∈ R, and by using the definition of having the same orienta-

tion, we say that µ ∼ µ̃ if λ > 0 and µ 6∼ µ̃ if λ < 0.
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Exercise 6.2.1

Check that # Definition 18 agrees with # Definition 5. (Hint: Let B =

{e1, . . . , en} be a basis of V and let µ = e1 ∧ . . . ∧ en.)

6.3 Topology on Rn

We shall begin with a brief review of some ideas from multivariable

calculus.

We know that Rn is an n-dimensional real vector space. It has a

canonical positive-definite inner product, aka the Euclidean inner

product, or the dot product: given x = (x1, . . . , xn), y = (y1, . . . , yn) ∈
Rn, we have

x · y =
n

∑
i=1

xiyi = δijxiyj.

The following properties follow from above: for any t, s ∈ R and

x, y, w ∈ Rn,

• (tx + sy) · w = t(x · w) = s(y · w);

• x · (ty + sw) = t(x · y) + t(x · w);

• x · y = y · x;

• (positive definiteness) x · x ≥ 0 with x · x = 0 ⇐⇒ x = 0;

• (Cauchy-Schwarz Ineq.) −‖x‖ ‖y‖ ≤ x · y ≤ ‖x‖ ‖y‖, i.e.

x · y = ‖x‖ ‖y‖ cos θ

where θ ∈ [0, π].

# Definition 19 (Distance)

The distance between x, y ∈ Rn is given as

dist(x, y) = ‖x− y‖ .
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Ã Note 6.3.1 (Triangle Inequality)

Note that the triangle inequality holds for the distance function2: for any 2 See also PMATH 351

x, z ∈ Rn, for any y ∈ Rn,

dist(x, z) ≤ dist(x, y) + dist(y, z).

# Definition 20 (Open Ball)

Let x ∈ Rn and ε > 0. The open ball of radius ε centered at x is

Bε(x) = {y ∈ Rn | dist(x, y) < ε} .

A subset U ⊆ Rn is called open if ∀x ∈ U, ∃ε > 0 such that

Bε(x) ⊆ U.

Example 6.3.1

• ∅ and Rn are open.

• If U and V are open, so is U ∩V.

• If {Uα}α∈A is open, so is
⋃

α∈A Uα. ¥

https://tex.japorized.ink/PMATH351F18/classnotes.pdf
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7.1 Topology on Rn (Continued)

# Definition 21 (Closed)

A subset F ⊆ Rn is closed if its complement Rn \ F =: FC is open.

	 Warning

A subset does not have to be either open or closed. Most subsets are nei-

ther.

Ã Note 7.1.1

• Arbitrary intersections of closed sets is closed.

• Finite unions of closed sets is closed.

Ã Note 7.1.2 (Notation)

We call

Bε(x) := {y ∈ Rn | ‖x− y‖ ≤ ε}

the closed ball of radius ε centered at x.
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# Definition 22 (Continuity)

Let A ⊆ Rn. Let f : A → Rm, and x ∈ A. We say that f is continuous

at x if ∀ε > 0, ∃δ > 0 such that

f (Bδ(x) ∩ A) ⊆ Bε( f (x)).

We say that f is continuous on A if ∀x ∈ A, f is continuous on x.

7 Proposition 16 (Inverse of a Continuous Map is Open) For a proof, see PMATH 351.

Let A ⊆ Rn and f : A → Rm. Then f is continuous on A iff whenever

V ⊆ Rm is open, f−1(V) = A ∩U for some U ⊆ Rn is open.

# Definition 23 (Homeomorphism)

Let A ⊆ Rn and f : A → Rm. Let B = f (A). We say that f is a

homeomorphism of A onto B if f : A→ B

• is a bijection;

• and f−1 : B→ A is continuous on A and B, respectively.

7.2 Calculus on Rn

Let U ⊆ Rn be open, and f : U → Rm be a continuous map. Also, let

x = (x1, . . . , xn) ∈ Rn and y = (y1, . . . , ym) ∈ Rm.

Then the component functions of f are defined by

yk = f k(x1, . . . , xn), where y = (y1, . . . , ym) = f (x) = f (x1, . . . xn).

Thus f = ( f 1, . . . , f m) is a collection of m-real-valued functions on

U ⊆ Rn.

https://tex.japorized.ink/PMATH351F18/classnotes.pdf
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# Definition 24 (Smoothness)

Let x0 ∈ U. We say that f is smooth (or C∞, or infinitely differen-

tiable) if all partial derivatives of each component function f k exists

and are continuous at x0. I.e., if we let ∂
∂xi = ∂i denote the operator of

partial differentiation in the xi direction, then

∂α1
1 . . . ∂αn

n f k

exists and is continuous at x0, for all k = 1, . . . , n, and all αi ≥ 0.

# Definition 25 (Diffeomorphism)

Let U ⊆ Rn be open, f : U → Rm, and V = f (U). We say f is a

diffeomorphism of U onto V if f : U → V is bijective1, smooth, and 1 A function that is not injective may
not have a surjection from its image.

that its inverse f−1 is smooth.

We say that U and V are diffeomorphic if such a diffeomorphism

exists.

Ã Note 7.2.1

A diffeomorphism preserves the ‘smoothness of a structure’, i.e. the notion

of calculus is the same for diffeomorphic spaces.

Example 7.2.1

If f : U → V is a diffeomorphism , then g : V → R is smooth iff

g ◦ f : U → R is smooth.
U V R

g ◦ f

f g

Figure 7.1: Preservation of smoothness
via diffeomorphisms

Ã Note 7.2.2

A diffeomorphism is also called a smooth reparameterization (or just a

parameterization for short).
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# Definition 26 (Differential)

Let f : U ⊆ Rn → Rm be a smooth mapping, and x0 ∈ U. The

differential of f at x0, denoted (d f )x0 , is a linear map (D f )x0 : Rn →
Rm, or an m× n real matrix, given by

(D f )x0 =


∂ f 1

∂x1 (x0) . . . ∂ f 1

∂xn (x0)
...

...
∂ f m

∂x1 (x0) . . . ∂ f m

∂xn (x0)

 ,

where the notation (x0) means evaluation at x0, and the (i, j) th entry of

Ã Note 7.2.3 (Change of notation)
We changed the notation for the differ-
ential on Feb 3rd to using D f . The old
notation was d f .

(D f )x0 is ∂ f i

∂xj (x0). (D f )x0 is also called the Jacobian or tangent map

of f at x0.

7 Proposition 17 (Differential of the Identity Map is the Iden-

tity Matrix)

Let f : U ⊆ Rn → Rn be the identity mapping f (x) = x. Then

(D f )x0 = In, the n× n matrix, then for any x0 ∈ U.

´ Proof

Since f (x) = x, since x ∈ Rn, we may consider the function f as

f (x) = Inx =


x1 0 . . . 0

0 x2 . . . 0
...

...
. . .

...

0 0 . . . xn

 .

Then it follows from differentiation that

(D f )x0 =


1 0 . . . 0

0 1 . . . 0
...

...
. . .

...

0 0 . . . 0

 ,

and it does not matter what x0 is. �
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Ã Note 7.2.4

In multivariable calculus, we learned that if f is smooth at x0
2, then 2 Back in multivariable calculus, just

being C1 at x0 is sufficient for being
smooth

f (x)
m×1

= f (x0)
m×1

+ (D f )x0
m×n

(x− x0)
n×1

+ Q(x)
m×1

,

where Q : U → Rm satisfies

lim
x→x0

Q(x)
‖x− x0‖

= 0.

Ã Note 7.2.5

Note that when n = m = 1, the existence of the differential of a continu-

ous real-valued function f (x) at a real number x0 ∈ U ⊆ R is the same

of the usual derivative f ′(x) at x = x0. In fact, f ′(x0) = (D f )x0 =
d f
dx (x0).

¯Theorem 18 (The Chain Rule)

Let

f : U ⊆ Rn → Rm

g : V ⊆ Rm → Rp,

be two smooth maps, where U, V are open in Rn and Rm, respectively,

and and such that V = f (U). Then the composition g ◦ f is also smooth.

Further, if x0 ∈ U, then

(D(g ◦ f ))x0 = (D g) f (x0)
(D f )x0 . (7.1)
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7.3 Smooth Curves in Rn and Tangent Vectors

We shall now look into tangent vectors and the tangent space at

every point of Rn. We need these two notions to construct objects

such as vector fields and differential forms. In particular, we need

to consider these objects in multiple abstract ways so as to be able

to generalize these notions in more abstract spaces, particularly to

submanifolds of Rn later on.

Plan We shall first consider the notion of smooth curves, which we

shall simply call a curve, and shall always (in this course) assume

curves as smooth objects. We shall then use velocities of curves to

define tangent vectors.

# Definition 27 (Smooth Curve)

Let I ⊆ R be an open interval. A smooth map ϕ : I → Rn is called a

smooth curve, or curve, in Rn. Let t ∈ I. Then each of its component

functions ϕk(t) in ϕ(t) = (ϕ1(t), . . . , ϕn(t)) is a smooth real-valued

function of t.

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1 −1
−0.5

0
0.5

1

−1

0

1

Figure 7.2: A curve in R3

Example 7.3.1

Let a, b > 0. Consider ϕ : I → R3 given by

ϕ(t) = (a cos t, a sin t, bt). ¥

Since each of the components are smooth3, we have that ϕ itself is 3 Wait, do we actually consider bt
smooth when it’s only C1, in this
course?also smooth. The shape of the curve is as shown in Figure 7.3.

y

z

x

Figure 7.3: Helix curve
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8.1 Smooth Curves in Rn and Tangent Vectors (Continued)

# Definition 28 (Velocity)

Let ϕ : I → Rn be a curve. The velocity of the curve ϕ at the point

ϕ(t0) ∈ Rn for t0 ∈ I is defined as

ϕ′(t0) = (dϕ)t0 ∈ Rn×1 ' Rn.

Ã Note 8.1.1

ϕ′(t0) = (dϕ)t0 is the instantaneous rate of change of ϕ at the point

ϕ(t0) ∈ Rn.

Example 8.1.1

From the last example, we had ϕ(t) = (a cos t, a sin t, bt) for a, b > 0.

Then

ϕ′(t) = (−a sin t, a cos t, b)

Let t0 = π
2 . Then the velocity of ϕ at

ϕ
(π

2

)
= (0, a,

bπ

2
)

is

ϕ′
(π

2

)
= (−a, 0, b). ¥
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# Definition 29 (Equivalent Curves)

Let p ∈ Rn. Let ϕ : I → Rn and ψ : Ĩ → Rn be two smooth curves in

Rn such that both the open intervals I and Ĩ contain 0. We say that ϕ is

equivalent at p to ψ, and denote this as

ϕ ∼p ψ,

iff

• ϕ(0) = ψ(0) = p, and

• ϕ′(0) = ψ′(0).

Ã Note 8.1.2

In other words, ϕ ∼p ψ iff both ϕ and ψ passes through p at t = 0, and

have the same velocity at this point.

Example 8.1.2

Consider the two curves

ϕ(t) = (cos t, sin t) and ψ(t) = (1, t),

where t ∈ R.
p = (1, 0)

Figure 8.1: Simple example of equiva-
lent curves in Example 8.1.2

Notice that at p = (1, 0), i.e. t = 0, we have

ϕ′(0) = (0, 1) and ψ′(0) = (0, 1).

Thus

ϕ ∼p ψ. ¥

7 Proposition 19 (Equivalent Curves as an Equivalence Rela-

tion)

∼p is an equivalence relation.
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Exercise 8.1.1

Proof of 7 Proposition 19 is really straightforward so try it yourself.

# Definition 30 (Tangent Vector)

A tangent vector to Rn at p is a vector v ∈ Rn, thought of as ‘ emanating ’

from p, is in a one-to-one correspondence with an equivalence class

[ϕ]p :=
{

ψ : I → Rn ∣∣ ψ ∼p ϕ
}

.

# Definition 31 (Tangent Space)

The tangent space to Rn at p, denoted Tp (Rn) is the set of all equiva-

lence classes [ϕ]p wrt ∼p.

Now if ϕ : I → Rn is a smooth curve in Rn with 0 ∈ I, and

ϕ′(0) = v ∈ Rn, then we write vp to denote the element in Tp (Rn)

that it represents.

7 Proposition 20 (Canonical Bijection from Tp(Rn) to Rn)

There exists a canonical bijection from Tp(Rn) to Rn. Using this bijec-

tion, we can equip the tangent space Tp(Rn) with the structure of a real

n-dimensional real vector space.

´ Proof

Let vp = [ϕ]p ∈ Tp(Rn), where v = ϕ′(0) ∈ Rn, for any ϕ ∈ [ϕ]p.

Let γvp : R→ Rn by

γvp(t) = (p + tv) = (p1 + tv1, p2 + tv2, . . . , pn + tvn).

It follows by construction that γvp is smooth, γvp(0) = p, and
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γ′vp(0) = v. Thus γvp ∼p ϕ. In particular, we have [γvp ]p = [ϕ]p =

vp ∈ Tp(Rn). In fact, notice that γvp is the straight line through p in

the direction of v.

Now consider the map Tp : Rn → Tp(Rn), given by

Tp(v) = [γvp ]p.

In other words, we defined the map Tp to send a vector v ∈ Rn

to the equivalence class of all smooth curves passing through p

with velocity v at p. Note that since γvp has a ‘dependency’ on v, it

follows that Tp is indeed a bijection.

We now get a vector space structure on Tp(Rn) from that of Rn

by letting Tp be a linear isomorphism, i.e. we set

a[ϕ]p + b[ψ]p = Tp

(
aT−1

p ([ϕ]p) + bT−1
p ([ψ]p)

)
for all a, b ∈ R and all [ϕ]p, [ψ]p ∈ Tp(Rn).

Ã Note 8.1.3

Another way we can say the last line in the proof above is as follows: if

vp, wp ∈ Tp(Rn) and a, b ∈ R, then we define avp + bwp = (av + bw)p.

In other words, looking at the tangent vectors at p is similar to looking

at the tangents vectors at the origin 0.

y

z

x

w

v

0

wp

vp

p

Figure 8.2: Canonical bijection from
Tp(Rn) to Rn

Ã Note 8.1.4

The fact that there is a canonical isomorphism between Rn and the equiv-

alence classes wrt ∼p is a pheonomenon that is particular to Rn.

For a k-dimensional submanifold M of Rn, or more generally, for an

abstract smooth k-dimensional manifold M, and a point p ∈ M, it is

true that we can still define Tp(M) to be the set of equivalence classes of

curves wrt to some ‘natural’ equivalence relation. However, there is no

canonical representation of each equivalence class, and so Tp(M) ' Rk,
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but not canonically so.
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9.1 Derivations and Tangent Vectors

Recall the notion of a directional derivative.

# Definition 32 (Directional Derivative)

Let p, v ∈ Rn. Let f : U ⊆ Rn → R be smooth, where U is an open set

that contains p (i.e. an open nbd of p). The directional derivative of f

at p in the direction of v, denoted vp f , is defined as

vp f = lim
t→0

f (p + tv)− f (p)
t

. (9.1)

Remark 9.1.1

The above limit may or may not exist given an arbitrary f , p and v. How-

ever, since we’re working exclusively with smooth functions, this limit will

always exist for us. a

Ã Note 9.1.1

By definition, we may think of vp f ∈ R as the instantaneous rate of

change of f at the point p as we ‘move in the direction of’ the vector v.

Remark 9.1.2

In multivariable calculus, one may have seen this definition with the ad-
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ditional condition that v is a unit vector. We do not have that restriction

here.

Also, note that we have deliberately used the same notation vp that we

used for elements of Tp(Rn), which seems awkward, but it shall be clarified

in �Corollary 23. a

Example 9.1.1

In the special case of when v = êi, where êi is the ith standard basis

vector. Then we have

(êi)p f = lim
t→0

f (p + têi)− f (p)
t

=
∂ f
∂xi (p) = ( f ◦ γvp)

′(p)

for the directional derivative of f at p in the êi direction. This is

precisely the partial derivative of f in the xi direction at the point

p ∈ Rn. ¥

¯Theorem 21 (Linearity and Leibniz Rule for Directional

Derivatives)

Let p ∈ Rn, and let f , g be smooth real-valued functions defined on open

neighbourhoods of p. Let a, b ∈ R. Then

1. (Linearity) vp(a f + bg) = avp f + bvpg;

2. (Leibniz Rule / Product Rule) vp( f g) = f (p)vpg + g(p)vp f .

´ Proof

Proven on A2Q2. �

Recall that given p, v ∈ Rn, we denote γvp as the curve γvp(t) =

p + tv, which is the straight line passing through p with constant

velocity v. Thus we mmay rewrite Equation (9.1) as

vp f = lim
t→0

f (γvp(t))− f (γvp(0))
t

= ( f ◦ γvp)
′(0), (9.2)
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where f ◦ γvp : R → R is smooth as it is a composition of smooth

functions.

¯Theorem 22 (Canonical Directional Derivative, Free From the

Curve)

Suppose that ϕ ∼p ψ are two curves on Rn. Let f : U → R where U is

an open neighbourhood of p. Then

( f ◦ ϕ)′(0) = ( f ◦ ψ)′(0).

´ Proof

By the chain rule,

( f ◦ ϕ)′(0) = (D( f ◦ ϕ))0 = (D f )ϕ(0)(D ϕ)0 = (D f )ϕ(0)ϕ′(0),

and a similar expression holds for ψ. Our desired result follows

from the definition of ∼p. �

�Corollary 23 (Justification for the Notation vp f )

Let [ϕ]p ∈ TpRn. It follows that

vp f = ( f ◦ γvp)
′(0) = ( f ◦ ϕ)′(0)

by Equation (9.2).

Remark 9.1.3

With that, we have established that tangent vectors give us directional

derivatives in a way compatible with the characterization of TpRn as equiva-

lence classes wrt ∼p. a

Now the fact that Equation (9.1) depends only on the values of f in

some open neighbourhood of p motivates us towards the following
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definition.

# Definition 33 ( f ∼p g)

Let p ∈ Rn. Let f : U ⊆ Rn → R and g : V ⊆ Rn → R be smooth

where U and V are both open neighbourhoods of p. We say that f ∼p g if

∃W ⊆ U ∩V such that f �W= g �W . That is, f ∼p g iff f and g agree at

all points sufficiently closde to p.

Ã Note 9.1.2

It is clear from Equation (9.1) that if f ∼p g, then f (p) = g(p) and

vp f = vpg, i.e. f and g agree at p and all possible directional derivatives

at p of f and g also agree with each other.

7 Proposition 24 (∼p for Smooth Functions is an Equivalence

Relation)

The relation ∼p on the set of smooth real-valued functions defined on

some open neighbourhood of p is an equivalence relation.

Exercise 9.1.1

Prove 7 Proposition 24.

Of course, what else is there to talk about an equivalence relation

if not for its equivalence class?

# Definition 34 (Germ of Functions)

An equivalence class of ∼p is called a germ of functions at p. The set of

all such equivalence classes is denoted C∞
p , called the space of germs at

p.
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Ã Note 9.1.3

Suppose f : U → R, where U is an open neighbourhood of p. Then it is

clear that [ f ]p = [ f �V ]p for any open neighbourhood V of p if V ⊆ U.

We can define the structure of a real vector space on C∞
p as follows.

Let [ f ]p, [g]p ∈ C∞
p , where the functions

f : U → R and g : V → R

represent [ f ]p and [g]p, respectively. Also, let a, b ∈ R. Then we

define

a[ f ]p + b[g]p = [a f + bg]p, (9.3)

where a f + bg is restricted to the open neighbourhood U ∩ V of p on

which both f and g are defined.

We need to show that Equation (9.3) is well-defined. Well suppose

f ∼p f̃ and g ∼p g̃. Then what we need to show is

(a f + bg) ∼p (a f̃ + bg̃).

Since f ∼p f̃ and g ∼p g̃, we have that

f̃ : Ũ → R and g̃ : Ṽ → R.

Then, in particular, there exists W ⊆ U ∩ Ũ and Y ⊆ V ∩ Ṽ such that

f �W= f̃ �W and g �Y= g̃ �Y .

Then Z = W ∩ Y is an open neighbourhood of p and thus we must

have

a f + bg = a f̃ + bg̃

on Z. Thus Equation (9.3) is true and C∞
p is indeed a vector space.

Further, we can even define a multiplication on C∞
p by setting

[ f ]p[g]p = [ f g]p. (9.4)
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Example 9.1.2

Check that Equation (9.4) is well-defined. ¥

7 Proposition 25 (Linearity of the Directional Derivative over

the Germs of Functions)

Let vp ∈ TpRn. Then the map vp : C∞
p → R defined by [ f ]p 7→ vp[ f ]p =

vp f is well-defined. This map is also linear in the sense that

vp(a[ f ]p + b[g]p) = avp[ f ]p + bvp[g]p.

Moreover, this map satisfies Leibniz’s rule:

vp([ f ]p[g]p) = f (p)v− p[g]p + g(p)vp[ f ]p.

´ Proof

Our desired result follows almost immedaitely from # Definition 33

and ¯Theorem 21. �
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10.1 Derivations and Tangent Vectors (Continued)

Recall �Corollary 23.

# Definition 35 (Derivation)

A derivation at p is a linear map D : C∞
p → R satisfying the additional

property that

D([ f ]p[g]p) = f (p)D[g]p + g(p)D[ f ]p.

Remark 10.1.1

7 Proposition 25 tells us that any tangent vector vp ∈ TpRn is a deriva-

tion, so the set of derivations is not trivial. a

7 Proposition 26 (Set of Derivations as a Space)

Let Derp be the set of all derivations at p. Then this is a subset of the

vector space L(C∞
p , R). In fact, Derp is a linear subspace.

´ Proof

We shall prove this in A2Q3. �
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This is likely surprising seeing that we just introduced yet another

definition but there are actually no other derivations at p aside from

the tangent vectors at p. In fact, any derivation must be a directional

differentiation wrt to some tangent vector vp ∈ TpRn. Before we can

show this, observe the following.

First Let us describe a tangent vector vp as a derivation at p in

terms of the standard basis. Let B = {ê1, . . . , ên} be the standard

basis of Rn. Then

{(ê1)p, . . . , (ên)p}

is a basis of TpRn, which is called the standard basis of TpRn. It is the

image of B under the canonical isomorphism

Tp : Rn → TpRn.

Recall from Example 9.1.1 that

(êk)p f =
∂ f
∂xk (p).

As a linear map, we can write

(êk)p =
∂

∂xk

∣∣∣
p
. (10.1)

Let v ∈ Rn be expressed as v = vi êi, in terms of the standard basis.

By the chain rule, we have

vp f = ( f ◦ γvp)
′(0) = (D f )γvp (0)(D vp)0

= (d f )pv =
∂ f
∂xi (p)vi = vi ∂

∂xi

∣∣∣
p

f .

From Equation (10.1), we can write the above as

vp = vi(êi)p,

which we see is indeed the image of v = vi êi under the linear iso-

morphism Tp. Henceforth, we will often express tangent vectors

at p in the above form, using linear combinations of the operators

(êi)p = ∂
∂xi

∣∣∣
p
.
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Second Consider the smooth function xj : Rn → R given by

xj(q) = qj,

for all q = (q1, . . . , qn) ∈ Rn. So as a function of x1, . . . , xn we have

xj(x1, . . . , xn) = xj, (10.2)

which is smooth. Let vp = vi ∂
∂xi

∣∣∣
p
. Then

vpxj = vi ∂

∂xi

∣∣∣
p
xj = viδ

j
i = vj.

Thus, we deduced that

vp = vi ∂

∂xi

∣∣∣
p
, where vi = vpxi. (10.3)

Remark 10.1.2

Compare Equation (10.3) and Equation (1.1) and notice the similarity of

their vi’s. We shall look into why this is the case later on. a

� Lemma 27 (Derivations Annihilates Constant Functions)

Let Dp be a derivation at p. Then D annihilates constant functions, i.e. if

f (q) = c ∈ R for all q ∈ Rn, then Dp f = 0.

´ Proof

First, consider the constant function 1 : Rn → R given by q 7→ 1.

Note that 1 · 1 = 1. By Leibniz’s Rule, we have

Dp(1) = Dp(1 · 1) = 1(p)Dp1 + 1(p)Dp1 = 2Dp(1).

It follows that Dp(1) = 0.

Now let f be a constant function. Then f = c1 for some c ∈ R. It

follows by linearity that

Dp f = Dp(c1) = cDp1 = 0. �
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¯Theorem 28 (Derivations are Tangent Vectors)

Let Dp be a derivation at p. Then Dp = vp for some vp ∈ TpRn.

Consequently, Derp = TpRn.

´ Proof

Note that if there exists a vp such that Dp = vp, then we must have

vp = vi ∂
∂xi

∣∣∣
p

with coefficients

vi = vpxj = Dpxj.

In particular, we can show that

Dp = (Dpxi)
∂

∂xi

∣∣∣
p
.

Let f be a smooth function defined in an open neighbourhood of

p. By the integral form of Taylor’s Theorem, for x = (x1, . . . , xn)

sufficiently close to p, we can write

f (x) = f (p) +
∂ f
∂xi

∣∣∣(
p
xi − pi) + gi(x)(xi − pi),

where the functions gi(x) satisfy gi(p) = 0. More succinctly,

f = f (p) +
∂ f
∂xi

∣∣∣
p
(xi − pi) + gi · (xi − pi), (10.4)

where xi is the function xi(x) = xi as in Equation (10.2), and pi and

f (p) are constant functions. Apply Dp to Equation (10.4). By the

linearity and Leibniz’s rule, both of which are satisfied by Dp, and
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Lemma 27, we get

Dp f = Dp

(
f (p) +

∂ f
∂xi

∣∣∣
p
(xi − pi) + gi · (xi − pi)

)
= 0 +

∂ f
∂xi

∣∣∣
p
Dp(xi − pi) +Dp(gi · (xi − pi))

=
∂ f
∂xi

∣∣∣
p
(Dpxi + 0) + gi(p)Dp(xi − pi) + (xi − pi)(p)Dp(gi)

= (Dpxi)
∂

∂xi

∣∣∣
p

f + 0 + 0 =

(
(Dpxi)

∂

∂xi

∣∣∣
p

)
f .

Since f was arbitrary, it follows that Dp = (Dpxi) ∂
∂xi

∣∣∣
p
, which is

what we desired. �

Remark 10.1.3

From Section 7.3 and Section 9.1, a tangent vector vp ∈ TpRn can be

considered in any one of the following three ways:

1. as a vector v ∈ Rn, enamating from the point p ∈ Rn;

2. as a unique equivalence class of curves through p;

3. as a unique derivation at p.

The three different viewpoints are useful in their own ways, and we will be

alternating between these ideas as we go forward. a

10.2 Smooth Vector Fields

The idea of a vector field on Rn is the assignment of a tangent vector

at p for every p ∈ Rn. A smooth vector field is where we attach these

tangent vectors to every point in a smoothly varying way.

# Definition 36 (Tangent Bundle)

The tangent bundle of Rn is defined as

TRn =
⋃

p∈Rn

TpRn.
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Remark 10.2.1

For us, the tangent bundle is just a set, but it is a very important mathemat-

ical object which shall be studied in later courses (PMATH 465). a

# Definition 37 (Vector Field)

A vector field on Rn is a map X : Rn → TRn such that X(p) ∈ TpRn

for all p ∈ Rn. We shall always denote X(p) by Xp.

Let {ê1, . . . , ên} be the standard basis of Rn. We have seen that

{(ê1)p, . . . , (ên)p} is a basis of TpRn. We can think of each êi as a

vector field, where êi(p) = (êi)p. We call these the standard vector

fields on Rn. Recall that we wrote that

(êk) =
∂

∂xk , (10.5)

which means that (êk)p = ∂
∂xk

∣∣∣
p
. Henceforth, we shall write the

standard vector fields on Rn as
{

∂
∂x1 , . . . , ∂

∂xn

}
.

Now it follows that for any vector field X on Rn, since Xp ∈ TpRn,

we can write

Xp = Xi(p)
∂

∂xi

∣∣∣
p
,

where each Xi : Rn → R. More succinctly,

X = Xi ∂

∂xi .

The functions Xi : Rn → R are called the component functions of

the vector field X wrt the standard vector fields.

We are now ready to define smoothness of a vector field.

# Definition 38 (Smooth Vector Fields)

Let X be a vector field on Rn. Then X = Xi ∂
∂xi for some uniquely deter-

mined function Xi : Rn → R. We say that X is smooth if Xi is smooth
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for every i. We write Xi ∈ C∞(Rn).

Remark 10.2.2

In multivariable calculus, a smooth field on Rn is a smooth map X : Rn →
Rn given by

X(p) = (X1(p), . . . , Xn(p)),

i.e. we could say that X = (X1, . . . , Xn) is an n-tuple of smooth functions

on Rn.

Note that this view is particular to Rn due to the canonical isomorphism

between TpRn and Rn for all p ∈ Rn. a
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11.1 Smooth Vector Fields (Continued)

Let X be a vector field on Rn, not necessarily smooth. For any p ∈
Rn, we have that Xp is a derivation on smooth functions defined on

an open neighbourhood of p. In particular, for any f ∈ C∞(Rn),

Xp f ∈ R is a scalar. Then we can define a function X f : Rn → R by

(X f )(p) = Xp f .

7 Proposition 29 (Equivalent Definition of a Smooth Vector

Field)

The vector field X on Rn is smooth iff X f ∈ C∞(Rn) for all f ∈
C∞(Rn).

´ Proof

Let X = Xi ∂
∂xi . Then

(X f )(p) = Xp f = Xi(p) = Xi(p)
∂ f
∂xi

∣∣∣
p
.

It follows that X f : Rn → R is Xi ∂ f
∂xi . Now if X is smooth, then

each of the X j’s is smooth, and in particular Xi ∂ f
∂xi is smooth for

any smooth f . On the other hand, suppose X f is smooth for any
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smooth function f . Then, consider f = xj, which is smooth. Then

X f = Xi ∂xj

∂xi = Xiδ
j
i = X j,

is a smooth function. �

Ã Note 11.1.1

This equivalent characterization of smoothness of vector fields is indepen-

dent of any choice of basis of Rn. Due to this, it is the natural definition

of smoothness of vector fields on abstract smooth manifolds, where we

cannot obtain a canonical basis for each tangent space.

Let U ⊆ Rn is open1. We can define a smooth vector field on U to 1 Why do we need U to be open?

be an element X = Xi ∂
∂xi where each Xi ∈ C∞(U) is smooth. From

7 Proposition 29, U is smooth iff X f ∈ C∞(U) for all f ∈ C∞(U).

Hereafter, we shall assume that all our vector fields, regardless if it

is on Rn or some open subset U ⊂ Rn, are smooth, even if we do not

explicitly say that they are.

Ã Note 11.1.2 (Notation)

We write Γ(TRn) for the set of smooth vector fields on Rn. More gener-

ally, we write Γ(TU) for U ⊆ Rn open.

The set Γ(TU) is a real vector space, where the structure is given

by

(aX + bY)p = aXp + bYp

for all X, Y ∈ Γ(TU) and a, b ∈ R. This is an infinite-dimensional 2 2 Why?

real vector space.

Further, ∀X ∈ Γ(TU) and h ∈ C∞(U), hX is another smooth vector

field on U: Let X = Xi ∂
∂xi . Then hX = (hXi) ∂

∂xi , where hXi is the



PMATH365 — Differential Geometry 97

product of elements of C∞(U). Equivalently so,

(hX)p = h(p)Xp.

We say that Γ(TU) is a module over the ring 3 C∞(U). 3 Whatever this means here in Ring
Theory.

Let X be a smooth vector field on U. Since Xp is a derivation on C∞
p

for all p ∈ U, it motivates us to the following definition.

# Definition 39 (Derivation on C∞
p )

Let U ⊆ Rn be open. A derivation on C∞(U) is a linear map D :

C∞(U)→ C∞(U) that satisfies Leibniz’s rule:

D( f · g) = f · (Dg) + g · (D f ),

where f · g denotes the multiplication of functions in C∞(U).

Clearly, given X ∈ Γ(TU), X is a derivation on C∞(U) since for

each p ∈ U, we have linearity

(X(a f + bg))(p) = Xp(a f + bg) = aXp f + bXpg = a(X f )(p)+ b(Xg)(p),

and Leibniz’s rule

(X( f g))(p) = Xp( f g) = f (p)Xpg + g(p)Xp f

= ( f X)pg + (gX)p f = ( f (Xg) + g(X f ))(p).

Furthermore, if D is a derivation on C∞(U), then we get that D :

U → R by p → Dp f = (D f )(p), which is a derivative at p. It follows

that Dp ∈ TpRn. Thus D is a vector field, and since D f ∈ Cin f ty(U)

for all f ∈ C∞(U), from 7 Proposition 29, we have that D is smooth.

Hence the derivations on C∞(U) are exactly the smooth vector fields

on U.
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11.2 Smooth 1-Forms

# Definition 40 (Cotangent Spaces and Cotangent Vectors)

Let p ∈ Rn. The cotangent space to Rn at p is defined to be the dual

space (TpRn)∗ of TpRn, which is denoted as T∗p Rn. An element αp ∈
T∗p Rn, which is a linear map αp : TpRn → R, is called a cotangent

vector at p.

Ã Note 11.2.1
This entire part is similar to our con-
struction of smooth vector fields plus
the stuff that we learned in Lecture 3 on
k-forms.

Remark 11.2.1

The idea of a smooth 1-form is that we want to attach a cotangent vector

αp ∈ T∗p Rn at every point p ∈ Rn in a smoothly varying manner. a

Let

T∗Rn =
⋃

p∈Rn

T∗p Rn

be the union of all the cotangent spaces to Rn. This is called the

cotangent bundle of Rn 4. 4 Again, for us, this is just a set. We
shall see this again in PMATH 465.

# Definition 41 (1-Form on the Cotangent Bundle)

A 1-form α on Rn is a map α : Rn → T∗Rn such that α(p) ∈ T∗p Rn for

all p ∈ Rn. We will always define α(p) by αp.

Let {ê1, . . . , ên} be the standard basis of Rn. Then {(ê1)p, . . . , (ên)p}
is a basis for TpRn. For now, we shall denote the dual basis of T∗p Rn

by {(ê1)p, . . . , (ên)p}. We may think of each êi as a 1-form, where

êi(p) = (êi)p. We shall call these the standard 1-forms on Rn.

So for any 1-form α on Rn, since αp ∈ T∗p Rn, we can write

αp = αi(p)(êi)p,

where each αi : Rn → R is a function. More succinctly,

α = αi êi, (11.1)
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for some uniquely determined functions αi : Rn → R, where Equa-

tion (11.1) means that αp = αi(p)(êi)p. The functions αi : Rn → R

are called the component functions of the 1-form α wrt the standard

1-forms.

With that, we can define smoothness on 1-forms. Again, we will

then find an equivalent definition that does not depend on a basis.

# Definition 42 (Smooth 1-Forms)

We say that a 1-form α on Rn is smooth if the component functions

αi : Rn → R given in Equation (11.1) are all smooth functions, i.e. each

αi ∈ C∞(Rn).

Let α be a 1-form on Rn, not necessarily smooth. Then for any

p ∈ Rn, we know that αp ∈ L(TpRn, R). Thus for any vector field X

on Rn not necessarily smooth, αp(Xp) ∈ R is a scalar. We can then

define a function αX : Rn → R by

(α(X))(p) = αp(Xp). (11.2)

7 Proposition 30 (Equivalent Definition for Smoothness of 1-

Forms)

The 1-form α on Rn is smooth iff α(X) ∈ C∞(Rn) for all X ∈ Γ(TRn).

´ Proof

First, let X = Xi ∂
∂xi = Xi êi and α = αj êj. Then we have

(α(X))(p) = αp(Xp) = (αj(p)(êj)p)(Xi(p)(êi)p)

= αj(p)Xi(p)(êj)p(êi)p

= αj(p)Xi(p)δj
i = αi(p)Xi(p).
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Since p was arbitrary, we have

α(X) = αiXi. (11.3)

Suppose that α is smooth, i.e. αi is smooth. Then for any smooth

vector field X, αiXi is smooth.

Conversely, if α(X) is smooth for any smooth X. Then in par-

ticular, if X = ∂
∂xj , It follows that Xi = δi

j since X = Xi ∂
∂xi . Then

α(X) = αiXi = αiδ
i
j = αj is smooth. �

Remark 11.2.2

Again, we see that this characterization is independent of the choice of ba-

sis. a

Ã Note 11.2.2

In the last step of the proof for 7 Proposition 30, we observe that if

X = êi is the ith standard vector field on Rn. Then

X = X j êj = X j ∂

∂xj

where X j = δi
j. Then if α = αk êk is a 1-form, we have that α(X) =

α(êi) = αi, i.e.

α = αi êj, where αi = α(êi) = α

(
∂

∂xi

)
(11.4)

Note that the above is a ‘parameterized version’ of Equation (1.1), where

the coefficients are smooth functions on Rn.

If U ⊆ Rn is open, we can define a smooth 1-form on U to be an ele-

ment α = αi êi where αi ∈ C∞(U) is smooth. We require U to be open

to be able to define smoothness5 at all points of U. 7 Proposition 30
5 Probably a similar question, but why?

generalizes to say that a 1-form on U is smooth iff α(X) ∈ C∞(U) for

all X ∈ Γ(TU).
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We shall write Γ(T∗Rn) for the set of smooth 1-forms on Rn and

more generally Γ(T∗U) for te set of smooth 1-forms on U. The set

Γ(T∗U) is a real vector space, where the vector space structure is

given by

(aα + bβ)p = aαp + bβp

for all α, β ∈ Γ(T∗U) and a, b ∈ R. Again, this is an infinite-

dimensional real vector space. Moreover, for α ∈ Γ(T∗U) and

h ∈ C∞(U), hα is another smooth 1-form on U, given as follows:

Let α = αi êi. Then hα = (hαi)êi, where hαi is the product of

elements of C∞(U). Equivalently so

(hα)p = h(p)αp.

We say that Γ(T∗U) is a module over the ring C∞(U).
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12.1 Smooth 1-Forms (Continued)

Given a smooth function f on U, there is a way for us to obtain a

1-form on U:

# Definition 43 (Exterior Derivative of f (1-form))

Let f ∈ C∞(U). We define d f ∈ Γ(T∗U) by

(d f )(X) = X f ∈ C∞(U)

for all X ∈ Γ(TU). That is, for all p ∈ U, we have (d f )p(Xp) =

(X f )p = Xp f . This one form is called the exterior derivative of f .

Ã Note 12.1.1

It is clear that (d f )p : TpRn → R is linear, since

(d f )p(aXp + bYp) = (aXp + bYp) f = aXp f + bYp f

= a(d f )p(Xp) + b(d f )p(Yp).

Also, d f is smooth since (d f )(X) = X f is smooth for all smooth X.

If f ∈ C∞(U), then f : U ⊆ Rn → R is smooth, so its Jacobian

(or differential) at p ∈ U has already been defined and was denoted

(d f )p. It is linear from Rn to R, which is representative by a 1× n
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matrix. Of course, we need to clarify why we claimed that d f is a

Jacobian.

7 Proposition 31 (Exterior Derivative as the Jacobian)

Under the canonical isomorphism between TpRn and Rn, the exterior

derivative (d f )p : TpRn → R of f at p and the differential (D f )p :

Rn → R coincide. Moreover, wrt the standard 1-forms on Rn, we have

d f =
∂ f
∂xi êi. (12.1)

´ Proof

For the 1-form d f , we have

(d f )p(êi)p = (êi)p f =
∂ f
∂xi

∣∣∣
p
,

so by Equation (11.4), we have

d f =
∂ f
∂xi êi,

which is Equation (12.1).

Now the differential (D f )p : Rn → R is the 1× n matrix

(D f )p =

(
∂ f
∂x1

∣∣∣
p

. . . ∂ f
∂xn

∣∣∣
p

)
.

Thus (D f )p(êi)p = ∂ f
∂xi

∣∣∣
p
, so as an element of (Rn)∗, we can write

(D f )p = ∂ f
∂xi

∣∣∣
p
(êi)p. Since Tp is an isomorphism from Rn to TpRn

taking êi to (êi)p, the dual map (Tp)∗ is an isomorphism from

T∗p Rn → (Rn)∗, taking (êi)p to êi. Thus we observe that

(d f )p : T∗p Rn → R at p

is brought to the same basis as

(D f )p : Rn → R at p,
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which is what we needed to show. �

Now consider the smooth functions xj on Rn. We obtain a 1-form

dxj, which is expressible as dxj = αi êi for some smooth functions αi

on Rn. By Equation (11.4), we have αi = (dxj)( ∂
∂xi ) = ∂xj

∂xi = δ
j
i . So

dxj = δ
j
i ê

i = êj. We have thus showed that

dxj = êj for all j ∈ {1, . . . , n}. (12.2)

Equation (12.2) tells us that the standard 1-forms êj on Rn are

given by the exterior derivatives of the standard coordinate functions

xj, and consequently the action of êj = dxj on a vector field X is by

êj(X) = (dxj)(X) = Xxj. Thus from hereon, we shall always write the

standard 1-forms on Rn as {dx1, . . . , dxn}.

So by putting Equation (12.1) and Equation (12.2) together, we

obtain the familiar

d f =
∂ f
∂xi dxi, (12.3)

which is the ‘differential’ of f from multivariable calculus that is

usually not as rigourously defined in earlier courses.

We are now equipped with nice interpretations of the standard

vector fields and standard 1-forms on Rn. From Equation (10.5), we

know that standard vector fields are also partial differential operators
∂

∂xi on C∞(Rn), where

êi f =
∂ f
∂xi ,

and Equation (12.2) tells us the standard 1-forms should be regarded

as 1-forms dxj, whose action on a vector field X is the derivation of X

on the function xj. In other words,

êj(X) = (dxj)(X) = Xxj.

Notice that if X = ∂
∂xi ,

(dxj)

(
∂

∂xj

)
=

∂xj

∂xi = δ
j
i ,
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which gives us that at every point p ∈ Rn, the basis {(ê1)p, . . . , (ên)p}
of T∗p Rn is the dual basis of the basis {(ê1)p, . . . , (ên)p} of TpRn.

12.2 Smooth Forms on Rn

We shall continue the same game and define a smooth k-forms.

# Definition 44 (Space of k-Forms on Rn)

Let p ∈ Rn and 1 ≤ k ≤ n. The space Λk(T∗p Rn) is defined as the space

of k-forms on Rn at p.

Remark 12.2.1

If k = 0, we before, we define Λ0(T∗p Rn) = R. a

Ã Note 12.2.1

For any element ηp ∈ Λ(T∗p Rn), ηp is k-linear and skew-symmetric, i.e.

ηp : (TpRn)× . . .× (TpRn)︸ ︷︷ ︸
k copies

→ R.

# Definition 45 (k-Forms at p)

Elements of Λk(T∗p Rn) are called k-forms at p.

Again, we want to attach an element ηp ∈ Λk(T∗p Rn) at every

p ∈ Rn, in a smoothly varying way. Since Λ0(T∗p Rn) = R, a 0-form

on Rn is a smoothly varying assignment of a real number to every

p ∈ Rn, i.e. a 0-form on Rn is a very familiar object: they are just

smooth functions on Rn.

For 1 ≤ k ≤ n, let Λk(T∗Rn) =
⋃

p∈Rn Λk(T∗p Rn), which is caled
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the bundle of k-forms on Rn. For us, this is just a set.

# Definition 46 (k-Form on Rn)

Let 1 ≤ k ≤ n. A k-form η on Rn is a map η : Rn → Λk(T∗Rn) such

that η(p) ∈ Λk(T∗p Rn) for all p ∈ Rn. We will always denote η(p) by

ηp.

Recall from our discussions in Section 10.2 and Section 11.2,{
∂

∂x1

∣∣∣
p
, . . . ,

∂

∂xn

∣∣∣
p

}
is the standard basis of TpRn, with dual basis{

dx1
∣∣∣

p
, . . . , dxn

∣∣∣
p

}
if T∗p Rn. Then by ¯Theorem 10, the set{

dxi1
∣∣∣

p
∧ . . . ∧ dxik

∣∣∣
p

: 1 ≤ i1 < . . . < ik ≤ n
}

is a basis for Λk(T∗p Rn). We can then define k-forms dxi1 ∧ . . . ∧ dxik

on Rn by

(dxi1 ∧ . . . ∧ i f dxik )p = dxi1 p ∧ . . . ∧ dxik p.

We shall call these the standard k-forms on Rn.

Then for any k-form η on Rn, since ηp ∈ Λk(T∗p Rn), we can write

ηp = ∑
j1<...<jk

ηj1,...,jk (p) dxj1
∣∣∣

p
∧ . . . ∧ dxjk

∣∣∣
p

=
1
k!

ηj1,...,jk (p) dxj1
∣∣∣

p
∧ . . . ∧ dxjk

∣∣∣
p

(12.4)

where each ηj1,...,jk : Rn → R is a function. More succinctly,

η = ∑
j1<...<jk

ηj1,...,jk dxj1 ∧ . . . ∧ dxjk =
1
k!

ηj1,...,jk dxj1 ∧ . . . ∧ dxjk , (12.5)

for some uniquely determined functions ηj1,...,jk : Rn → R, which

are skew-symmetric in their k indices j1, . . . , jk. The functions ηj1,...,jk :

Rn → R are called the component functions of the k-form η with
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respect to the standard k-forms. We can now give our first definition

of smoothness.

# Definition 47 (Smooth k-Forms on Rn)

We say that a k-form η on Rn is smooth if the component functions

ηj1,...,jk : Rn → R as defined in Equation (12.5) are all smooth funtions.

In other words, each ηj1,...,jk ∈ C∞(Rn).

Ã Note 12.2.2

A smooth k-form is also called a differential k-form, but we will not be

using this terminology in this course.

Let η be a k-form that is not necessarily smooth. Then for any

p ∈ Rn, we know

ηp : (TpRn)× . . .× (TpRn)︸ ︷︷ ︸
k copies

→ R.

So if X1, . . . , Xk are arbitrary vector fields on Rn that are not necessar-

ily smooth, we get a scalar

ηp((X1)p, . . . , (Xk)p) ∈ R.

Thus we can define a function η(X1, . . . , Xk) : Rn → R by

(η(X1, . . . , Xk))(p) = ηp((X1)p, . . . , (Xk)p). (12.6)

7 Proposition 32 (Equivalent Definition of Smothness of k-

Forms)

The k-form η on Rn is smooth iff η(X1, . . . , Xk) ∈ C∞(Rn) for all

X1, . . . , Xk ∈ Γ(TRn).
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´ Proof

For l = 1, . . . , k, write Xl = Xli
l

∂
∂xli

, and η = 1
k! ηj1,...,jk dxj1 ∧ . . .∧ dxjk .

Then with Equation (12.4) and Equation (4.2), we have that

(η(X1, . . . , Xk))(p) = ηp((X1)p, . . . , (Xk)p)

= ηp

(
Xl1

1 (p)
∂

∂xl1

∣∣∣
p
, . . . , Xlk

k (p)
∂

∂xlk

∣∣∣
p

)
= Xl1

l (p) . . . Xlk
k (p)ηp

(
∂

∂xl1

∣∣∣
p
, . . . ,

∂

∂xlk

∣∣∣
p

)
= Xl1

1 (p) . . . Xlk
k (p)ηl1,...,lk (p).

Since this holds for an arbitrary p ∈ Rn, we have that

η(X1, . . . , Xk) = Xl1
1 . . . Xlk

k ηl1,...,lk . (12.7)

So the function η(X1, . . . , Xk) : Rn → R is in fact Xl1
1 . . . Xlk

k ηl1,...,lk .

Suppose that η is smooth. Then each of the ηj1,...,jk is smooth,

and so in particular Xl1
1 . . . Xlk

k ηl1,...,lk is smooth for smooth vector

fields X1, . . . , Xk.

Conversely, sps η(X1, . . . , Xk) is smooth for any smooth X1, . . . , Xk.

Then consider Xli
l = δli ji . Then

η(X1, . . . , Xk) = ηl1,...,lk δl1 j1 . . . δlk jk = ηj1,...,jk

is smooth. �

Remark 12.2.2

The proof above provides us a very useful observation. Let Xi =
∂

∂xji
be the

jith standard vector field on Rn. Then X = Xli
i

∂
∂xli

where Xli
i = δli ji . Then

if η = 1
k! ηj1,...,jk dxj1 ∧ . . . ∧ dxjk is a k-form, we have that η(X1, . . . , Xk) =

ηj1,...,jk . In other words,

η =
1
k!

ηj1,...,jk dxj1 ∧ . . . ∧ dxjk where ηj1,...,jk = η

(
∂

∂xj1
, . . . ,

∂

∂xjk

)
(12.8)
a

Now if U ⊆ Rn is open, we define a smooth k-form on U to be

an element η = 1
k! ηj1,...,jk dxj1 ∧ · · · ∧ dxjk , where ηj1,...,jk ∈ C∞(U) is
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smooth. We need U to be able to define smoothness at all points of

U. Again, it is clear that 7 Proposition 32 generalizes to say that k-

forms on U are smooth iff η(X1, . . . , Xk) ∈ C∞(U) for all X1, . . . , Xk ∈
Γ(TU).

We shall write Γ(Λk(T∗Rn)) for the set of smooth k-forms on Rn,

and more generally Γ(Λk(T∗U)) for the set of smooth k-forms on U.

The set Γ(Λk(T∗U)) is a real vector space, where the vector space

structure is given by

(aη + bζ)p = aηp + bζp

for all η, ζ ∈ Γ(Λk(T∗U)) and a, b ∈ R. Again, this space is infinite-

dimensional. Moreover, given η ∈ Γ(Λk(T∗U)) and h ∈ C∞(U), hη is

another smooth k-form on U, defined as follows:

Let

η =
1
k!

ηj1,...,jk dxj1 ∧ . . . ∧ dxjk .

Then

hη =
1
k!
(hηj1,...,jk ) dxj1 ∧ . . . ∧ dxjk ,

where hηj1,...,jk is the product of elements of C∞(U). Or equivalently,

we can define

(hη)p = h(p)ηp. (12.9)

We say that Γ(Λk(T∗U)) is a module over the ring C∞(U). Also, note

that if k = 0, we have Γ(Λ0(T∗U)) = C∞(U).

Ã Note 12.2.3 (Notation)

To minimize notation, we shall write

Ωk(U) = Γ(Λk(T ∗U))

to be the space of smooth k-forms on U. Note that Ω0(U) = C∞(U).
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13.1 Wedge Product of Smooth Forms

We can now define wedge products on these smooth k-forms.

# Definition 48 (Wedge Product of k-Forms)

Let η ∈ Ωk(U) and let ζ ∈ Ωl(U). Then the wedge product η ∧ ζ is an

element of Ωk+l(U) defined by

(η ∧ ζ)p = ηp ∧ ζp.

By the properties of wedge products on forms at p for any p ∈ U,

we may generalize the properties that were shown on page Re-

mark 5.2.1, which shall be shown here:

Ã Note 13.1.1

Let η, ζ ∈ Ωk(U) and ρ ∈ Ωl(U). Let f , g ∈ C∞(U). Then

( f η + gζ) ∧ ρ = f η ∧ ρ + gζ ∧ ρ.

Similarly,

ρ ∧ ( f η + gζ) = f ρ ∧ η + gρ ∧ ζ.

These show that the wedge product of smooth forms is linear in each

argument.

Further, we have that the wedge product of smooth forms is associative:
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we have

(ζ ∧ η) ∧ ρ = ζ ∧ (η ∧ ρ),

for any smooth forms η, ζ, ρ of any degree.

Finally, wedge product of smooth forms is also skew-commutative:

ζ ∧ η = (−1)|η||ζ|η ∧ ζ. (13.1)

In particular, if |η| is odd, then Equation (13.1) says that η ∧ η = 0.

These properties makes it easier to compute wedge products of

smooth forms.

Example 13.1.1

Let η = y dx + sin z dy and ζ = x3 dx ∧ dz. Then we have

η ∧ ζ = (y dx + sin z dy) ∧ (x3 dx ∧ dz)

= x3y dx ∧ dx ∧ dz + x3 sin z dy ∧ dx ∧ dz

= −x3 sin z dx ∧ dy ∧ dz. ¥

13.2 Pullback of Smooth Forms

Recall that following Section 5.2 (wedge product of forms), we in-

troduced pullback of forms (Section 5.3). We shall be introducing an

analogue of pullbacks for smooth forms.

Let k ≥ 1. From Section 5.3, if S ∈ L(V < W), then S∗ : Λk(W∗) →
Λk(V∗) is an induced linear map that we called the pullback, defined

by

(S∗α)(v1, . . . , vk) = α(Sv1, . . . , Svk) (13.2)

for all α ∈ Λk(W∗). There is, however, some preliminary results that

we need to understand before generalizing the above.

Let F : Rn → Rm be a smooth map, x = (x1, . . . , xn) for coor-

dinates on the domain Rn and y = (y1, . . . , ym) for coordinates on

the codomain Rm. Thus for p ∈ Rn, a basis for TpRn is given by
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B =

{
∂

∂xi

∣∣∣
p
, . . . , ∂

∂xn

∣∣∣
p

}
and, for q ∈ Rm, a basis for TqRm is given by

C =
{

∂
∂y1

∣∣∣
q
, . . . , ∂

∂ym

∣∣∣
q

}
. We write y = F(x) = (F1(x), . . . , Fm(x)).

For any p ∈ Rn, we have an induced linear map (dF)p : TpRn →
TF(p)R

m, which we defined in A2. The definition shall be restated

here. If Xp = [ϕ]p ∈ TpRn, then (dF)pXp = [F ◦ ϕ]F(p). We showed

that the m× n matrix for (dF)p wrt the bases B and C is (D F)p, the

Jacobian of F at p. That is,

(dF)p
∂

∂xi

∣∣∣
p
= ((D F)p)

j
i

∂

∂yj

∣∣∣
F(p)

=
∂Fj

∂xi

∣∣∣
p

∂

∂yj

∣∣∣
F(p)

. (13.3)

The element (dF)pvp ∈ TF(p)R
m is called the pushforward of the

element vp ∈ TpRn by the map F.

We can now talk about the pullback of smooth k-forms for k ≥
1. Given an element ηF(p) ∈ Λk(T∗F(p)R

m), we can pull it back by

(dF)p ∈ L(TpRn, TF(p)R
m) to an element (dF)∗pηF(p) ∈ Λk(T∗p Rn) as in

Equation (13.2), where we let V = TpRn and W = TF(p)R
m. In other

words,

((dF)∗pηF(p))((X1)p, . . . , (Xk)p) = ηF(p)((dF)p(X1)p, . . . , (dF)p(Xk)p)

for all (X1)p, . . . , (Xk)p ∈ TpRn.

# Definition 49 (Pullback by F of a k-Form)

Let F : Rn → Rm be a smooth map. Let η be a k-form on Rm. The pull-

back by F of η is a k-form F∗η on Rn defined by (F∗η)p = (dF)∗pηF(p).

Explicitly so, F∗η is the k-form on Rn defined by

(F∗η)p((X1)p, . . . , (Xk)p) = ηF(p)((dF)p(X1)p, . . . , (dF)p(Xk)p).

7 Proposition 33 (Pullbacks Preserve Smoothness)

The pullback by a smooth map F : Rn → Rm takes smooth k-forms to

smooth k-forms, i.e. if η ∈ Ωk(Rm), then F∗η ∈ Ωk(Rn).
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´ Proof

It suffices to show that the functions

(F∗η)j1,...,jk = (F∗η)
(

∂

∂xj1
, . . . ,

∂

∂xjk

)
are smooth on Rn. By Equation (13.3), we have

(F∗η)p

(
∂

∂xj1

∣∣∣
p
, . . . ,

∂

∂xjk

∣∣∣
p

)
= ηF(p)

(
(dF)p

∂

∂xj1

∣∣∣
p
, . . . , (dF)p

∂

∂xjk

∣∣∣
p

)
∵ definition

= ηF(p)

(
∂Fl1

∂xj1

∣∣∣
p

∂

∂yl1

∣∣∣
F(p)

, . . . ,
∂Flk

∂xjk

∣∣∣
p

∂

∂ylk

∣∣∣
F(p)

)
∵ Equation (13.3)

=

(
∂Fl1

∂xj1

∣∣∣
p

. . .
∂Flk

∂xjk

∣∣∣
p

)
ηF(p)

(
∂

∂yl1

∣∣∣
F(p)

, . . . ,
∂

∂ylk

∣∣∣
F(p)

)
∵ linearity

=

(
∂Fl1

∂xj1
. . .

∂Flk

∂xjk

)
(p) · η

(
∂

∂yl1
, . . . ,

∂

∂xylk

)
(F(p)) ∵ rewrite

=

(
∂Fl1

∂xj1
. . .

∂Flk

∂xjk
(ηl1,...,lk ◦ F)

)
(p) ∵ product of functions

Since p ∈ Rn was arbitrary, we have

(F∗η)j1,...,jk =
∂Fl1

∂xj1
. . .

∂Flk

∂xjk
(ηl1,...,lk ◦ F).

By assumption, we have that η is smooth, and so since F is always

assumed to be smooth, we have that (F∗η)j1,...,jk is smooth, as re-

quired. �

7 Proposition 34 (Different Linearities of The Pullback)

Let F : Rn → Rm be smooth. Let k, l ≥ 1. Let η, ζ ∈ Ωk(Rm),

ρ ∈ Ωl(Rm), and let a, b ∈ R. Then

F∗(aη + bζ) = aF∗η + bF∗ζ, F∗(η ∧ ρ) = (F∗η) ∧ (F∗ρ). (13.4)
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´ Proof

The proof for this follows almost immediately from 7 Proposition 13.

(See A1Q8) �





14 Y Lecture 14 Feb 08th

14.1 Pullback of Smooth Forms (Continued)

Up to this point, notice that our discussions have mostly been about

k ≥ 1. Notice that for k = 0, the smooth 0-forms are just smooth

functions. It follows that if the pullback by a smooth map F : Rn →
Rm will map from Ω0(Rm) to Ω0(Rn), it is sensible that the defini-

tion of F∗h = h ◦ F for any h ∈ Ω0(Rm) = C∞(Rm).

It goes without saying that F∗h ∈ Ω0(Rn) = C∞(Rn).

# Definition 50 (Pullback of 0-forms)

Let F : Rn → Rm be smooth. Let h ∈ Ω0(Rm). Then we define

F∗h = h ◦ F ∈ Ω0(Rn). (14.1)

� Lemma 35 (Linearity of the Pullback over the 0-form that is a

Scalar)

Let k ≥ 1. Let h ∈ Ω0(Rm) and η ∈ Ωk(Rm). Let F : Rn → Rm be

smooth. The

F∗(hη) = (F∗h)(F∗η).

´ Proof

Recall from Equation (12.9), we had (hη)q = h(q)ηq for any q ∈ Rm.
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It follows that

(F∗(hη))p = (dF)∗p(hη)F(p) = (dF)∗p(h(F(p))ηF(p))

= h(F(p))(dF)∗p(ηF(p))

= (h ◦ F)(p)(F∗η)p

= ((F∗h)(F∗η))(p).

Thus we have F∗(hη) = (F∗h)(F∗η). �

This motivates the following definition.

# Definition 51 (Wedge Product of a 0-form and k-form)

Let h ∈ Ω(Rm) and η ∈ Ωk(Rm), where k ≥ 1. We define

h ∧ η = hη.

Ã Note 14.1.1

This definition is consistent with the identity α ∧ β = (−1)|α||β|β ∧ α,

since the degree of h is 0, and so it commutes with all forms.

�Corollary 36 (General Linearity of the Pullback)

Let F : Rn → Rm be smooth. Let k, l ≥ 0. Let η, ξ ∈ Ωk(Rm),

ρ ∈ Ωl(Rm), and let a, b ∈ R. Then

F∗(aη + bξ) = aF∗η + bF∗ξ F∗(η ∧ ρ) = (F∗η) ∧ (F∗ρ).

´ Proof

If k, l > 0, the statement is simply 7 Proposition 34. If either

one or both of k, l are 0, then the wedge product case follows from
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Lemma 35, while the other follows from the properties

(ah + bg) ◦ F = a(h ◦ F) + b(g ◦ F)

and

(hg) ◦ F = (h ◦ F)(g ◦ F),

for any g, h ∈ C∞(Rm). �

Before we begin considering examples, let us derive an explicit

formula for the pullback.

Ã Note 14.1.2

Consider the pullback of the standard 1-forms dy1, . . . , dym on Rm. Then

for F : Rn → Rm, F∗ dyj is a smooth 1-form on Rn, and it can hence be

written as

F∗ dyj = Aj
i dxi

for some smooth function Aj
i on Rn. Observe that

(F∗ dyj)p

(
∂

∂xl

∣∣∣
p

)
= Aj

i(p) dxi
∣∣∣

p

(
∂

∂xl

∣∣∣
p

)
= Aj

i(p)δi
l = Aj

l(p).

By the definition of the pullback, we also have that

(F∗ dyj)p

(
∂

∂xl

∣∣∣
p

)
= dyl

∣∣∣
F(p)

(
(dF)p

∂

∂xl

∣∣∣
p

)
= dyj

∣∣∣
F(p)

(
∂Fi

∂xl

∣∣∣
p

∂

∂yi

∣∣∣
F(p)

)
=

∂Fi

∂xl

∣∣∣
p

dyj
∣∣∣
F(p)

(
∂yi ∂

∂yi

∣∣∣
F(p)

)
=

∂Fi

∂xl

∣∣∣
p
δ

j
i =

∂Fj

∂xl

∣∣∣
p
.

It follows that Aj
l(p) = ∂Fj

∂xl

∣∣∣
p

for all p ∈ Rn, which implies Aj
l =

∂Fj

∂xl .

Therefore, we have that

F∗ dyj =
∂Fj

∂xi dxi. (14.2)
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Following �Corollary 36 and Equation (14.2), we have the fol-

lowing proposition.

7 Proposition 37 (Explicit Formula for the Pullback of Smooth

1-forms)

Let α = αj dyj be a smooth 1-form on Rm, and let F : Rn → Rm be

smooth. Then F∗α is the smooth 1-form

F∗α = (αj ◦ F)
∂Fj

∂xi dxi.

�Corollary 38 (Commutativity of the Pullback and the Exterior

Derivative on Smooth 0-forms)

Let F : Rn → Rm be smooth. Let h ∈ C∞(Rm). Then dh ∈ Ω1(Rm) and

F∗(dh) ∈ Ω1(Rn), In fact,

F∗(dh) = d(h ◦ F) = dF∗h.

´ Proof

By Equation (12.3) with f = h ◦ F, we get

d(h ◦ F) =
(

∂

∂xi (h ◦ F)
)

dxi.

Using Equation (14.2) and the chain rule, we have

d(h ◦ F) =
(

∂h
∂yj ◦ F

)
∂Fj

∂xi dxi =

(
∂h
∂yj ◦ F

)
F∗ dyj.

Also, we have dh = ∂h
∂yj dyj. Then

F∗(dh) = F∗
(

∂h
∂dj dyj

)
=

(
∂h
∂yj ◦ F

)
F∗ dyj

by 7 Proposition 37. It follows that dF∗h = F∗ dh, as claimed. �
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We will make explicit the operation d on k-forms for any k in Sec-

tion 15.1. We will see that �Corollary 38 works even in the general

case (see 7 Proposition 40).

Ã Note 14.1.3 (More abuses of notation)

Let y = F(x). Let us employ the usual abuse of notation and iden-

tify a function with its output. In particular, since we write yj =

Fj(x1, . . . , xn), let us write ∂yj

∂xl for ∂Fj

∂xl . Then Equation (14.2) becomes

F∗ dyj =
∂yj

∂xl dxl . (14.3)

Method to remember Equation (14.3) The smooth map F : Rn → Rm

allows us to think of the yj’s as smooth functions of the xi’s, and Equa-

tion (14.3) expresses the differential in the same sense as Equation (12.3)

for the smooth functions yj = yj(x1, . . . , xn) in terms of the dxi’s.

We will use this abuse of notation frequently in this course. For

instance, it allows us to express the general formula for the pullback

as follows: for

η =
1
k!

ηj1,...,jk (y) dyj1 ∧ . . . ∧ dyjk ,

we have

F∗η =
1
k!

ηj1,...,jk (y(x))
∂yj1

∂xl1
. . .

∂yjk

∂xlk
dxl1 ∧ . . . ∧ dxlk .

Example 14.1.1

Consider the map F : R3 → R3, given by (ρ, ϕ, θ) 7→ (x, y, z), where

x = ρ sin ϕ cos θ, y = ρ sin ϕ sin θ, and z = ρ cos ϕ.

Then

F∗(dx) = d(F∗x) =
(

∂x
∂ρ

dρ +
∂x
∂ϕ

dϕ +
∂x
∂θ

dθ

)
= sin ϕ cos θ dρ + ρ cos ϕ cos θ dϕ− ρ sin ϕ sin θ dθ.
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Similarly, we have

F∗(dy) = d(F∗y) =
(

∂y
∂ρ

dρ +
∂y
∂ϕ

dϕ +
∂y
∂θ

dθ

)
= sin ϕ sin θ dρ + ρ cos ϕ sin θ dϕ + ρ sin ϕ sin θ dθ

and

F∗(dz) = d(F∗z) =
(

∂z
∂ρ

dρ +
∂z
∂ϕ

dϕ +
∂z
∂θ

dθ

)
= cos ϕ dρ− ρ sin ϕ dϕ.

It follows that

F∗(dx ∧ dy ∧ dz) = (F∗ dx) ∧ (F ∗ dy) ∧ (F∗ dz)

= (sin ϕ cos θ dρ + ρ cos ϕ cos θ dϕ− ρ sin ϕ sin θ dθ)∧

(sin ϕ sin θ dρ + ρ cos ϕ sin θ dϕ + ρ sin ϕ cos θ dθ)∧

(cos ϕ dρ− ρ sin ϕ dϕ)

= (dρ ∧ dϕ ∧ dθ)(ρ2 sin3 ϕ cos2 θ + ρ2 sin3 ϕ sin2 θ)

+ (dρ ∧ dϕ ∧ dθ)(ρ2 sin ϕ cos2 ϕ cos2 θ+

ρ2 sin ϕ cos2 ϕ sin2 θ)

= (ρ2 sin ϕ)(dρ ∧ dϕ ∧ dθ).

Recall that this formula relates the ‘volume form’ dx ∧ dy ∧ dz of R3

in Cartesian coordinates to the ‘volume form’ ρ2 sin ϕ dρ ∧ dϕ ∧ dθ

in spherical coordinates. We will see this again much later in the

couse. ¥
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15.1 The Exterior Derivative

Recall # Definition 43, where we defined a linear map from the

space Ω0(U) = C∞(U) to the space Ω1(U), given by f → d f .

In this section, we shall

• generalize the above operation, giving ourselves a linear map

d : Ωk(U)→ Ωk+1(U) for all k ≥ 0; and

• study the properties of this map.

¯Theorem 39 (Defining Properties of the Exterior Derivative)

Let U ⊆ Rn be open. Then there exists a unique linear map d : Ωk(U)→
Ωk+1(U) with the following three properties:

d f =
∂ f
∂xi dxi f ∈ Ω0(U) = C∞(U) (15.1)

d(α ∧ β) = (dα) ∧ β + (−1)|α||β|α ∧ (dβ) (15.2)

d2 = 0 (15.3)

) Strategy
1. We will first derive a formula that this

map d must satisfy if it exists.

2. By defining d by this formula, it must
therefore have these properties that we
have built upon.

´ Proof

Since dxi is d of the smooth function xi, Equation (15.3) states that

d(dxi) = d2(xi) = 0. It then follows from Equation (15.2) that we

must therefore have

d(dxj1 ∧ . . . ∧ dxjk ) = 0. (15.4)
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Let η ∈ Ωk(U). Then we can write

η =
1
k!

ηj1,...,jk dxj1 ∧ . . . ∧ dxjk . (15.5)

Recall that f α = f ∧ α when f ∈ Ω0(U). Applying d to both

sides of Equation (15.5), and since ηj1,...,jk ∈ Ω0(U) = C∞(U) and

Equation (15.4), we have that

dη = d
(

1
k!

ηj1,...,jk dxj1 ∧ dxjk
)

=
1
k!

dηj1,...,jk ∧ dxj1 ∧ . . . ∧ dxjk

+
1
k!

ηj1,...,jk ∧ d(dxj1 ∧ . . . ∧ dxjk ) ∵ Equation (15.2)

=
1
k!

∂ηj1,...,jk
∂xp dxp ∧ dxj1 ∧ . . . ∧ dxjk .

It follows that if such a map d exists, it must be given by the for-

mula

dη =
1
k!

∂ηj1,...,jk
∂xp dxp ∧ dxj1 ∧ . . . ∧ dxjk . (15.6)

So let us define d as in Equation (15.6). We shall now check that

it satisfies the required properties.

Property by Equation (15.1) This is true by construction: for f ∈
Ω0(U), we immediately have

d f =
1
1!

∂ f
∂y

dy.

Property by Equation (15.2) Let

α =
1
k!

αi1,...,ik and β =
1
l!

β j1,...,jl dxj1 ∧ . . . ∧ dxjl

be in Ωk(U) and Ωl(U), respectively. Then by construction of d, we
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have

d(α ∧ β) = d
(

1
k!l!

αi1,...,jk β j1,...,jl dxi1 ∧ . . . ∧ dxik ∧ dxj1 ∧ . . . ∧ dxjl
)

=
1

k!l!
∂

∂xp (αi1,...,ik β j1,...,jk ) dxp ∧ dxi1 ∧ . . . ∧ dxik ∧ dxj1 ∧ . . . ∧ dxjl

=
1

k!l!

(
∂αi1,...,ik

∂xp β j1,...,jl + αi1,...,ik
∂β j1,...,jl

∂xp

)
dxp ∧ dxi1 ∧ . . .

∧ dxik ∧ dxj1 ∧ . . . ∧ dxjl .

Simplifying this1, we get 1 This uses a similar technique as in one
of the questions in A1

d(α ∧ β)

=

(
1
k!

∂αi1,...,ik
∂xp dxp ∧ dxi1 ∧ . . . ∧ dxik

)
∧
(

1
l!

β j1,...,jl dxj1 ∧ . . . ∧ dxjl
)

+ (−1)k
(

1
k!

αi−1,...,ik dxi1 ∧ . . . ∧ dxik
)

∧
(

1
l!

∂β j1,...,jl
∂xp dxp ∧ dxj1 ∧ . . . ∧ dxjl

)
= dα ∧ β(−1)|α| ∧ dβ.

Property by Equation (15.3) Let α ∈ Ωk(U). We have

dα =
1
k!

∂αi1,...,ik
∂xp dxp ∧ dxi1 ∧ . . . ∧ dxik .

Applying d once more, we have

d2α =
1
k!

∂2αi1,...,ik
∂xp∂xq dxq ∧ dxp ∧ dxi1 ∧ . . . ∧ dxik .

Since α is smooth, the functions αi1,...,ik are smooth. It follows by

Clairaut’s that
∂2αi1,...,ik
∂xq∂xp =

∂2αi1,...,ik
∂xp∂xq .

Note, however, that dxq ∧ dxp = − dxp ∧ dxq is skew-symmetric.

Therefore, as we sum over all p and q, the non-zero terms, where

p 6= q will cancel in pairs. Thus d2α = 0 for any α ∈ Ωk(U). �

# Definition 52 (Exterior Derivative)

The exterior derivative of a k-form η ∈ Ωk(U), where U ⊆ Rn and

https://en.wikipedia.org/wiki/Symmetry_of_second_derivatives
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k ≥ 0, is a map d : Ωk(U) → Ωk+1(U) such that for η ∈ Ωk(U) is

given by η = 1
k! ηj1,...,jk dxj1 ∧ . . . ∧ dxjk , we have

dη =
1
k!

∂ηj1,...,jk
∂y

dy ∧ dxj1 ∧ . . . ∧ dxjk ,

as in Equation (15.6), satisfying ¯Theorem 39.

Example 15.1.1

Let f ∈ Ω0(U) where U ⊆ R3. Then

d f = fx dx + fy dy + fz dz,

and

d2 f = d fx ∧ dx + d fy ∧ dy + d fz ∧ dz

= ( fxx dx + fxy dy + fxz dz) ∧ dx

+ ( fyx dx + fyy dy + fyz dz) ∧ dy

+ ( fzx dx + fzy dy + fzz dz) ∧ dz

= fxy dy ∧ dx + dxz dz ∧ dx + fyx dx ∧ dy

+ fyz dz ∧ dy + fzx dx ∧ dz + fzy dy ∧ dz

= 0 ¥

Example 15.1.2

Let α =2 y dy− sin(y) dx ∈ Ω1(R2). Then

dα = (d(x2y)) ∧ dy− (d(sin y)) ∧ dx

= (2xy dx + x2 dy) ∧ dy− (cos y dy) ∧ dx

= 2xy dx ∧ dy + 0 + cos y dx ∧ dy

= (2xy + cos y) dx ∧ dy ∈ Ω2(R2). ¥

The property d2 motivates the following definitions.

# Definition 53 (Closed and Exact Forms)
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An element α ∈ Ωk(U) on U is called closed if dα = 0. It is called exact

if ∃γ ∈ Ωk−1(U) such that α = dγ.

Ã Note 15.1.1

By Equation (15.3), all exact forms are closed.

This is not true in general: a closed form need not be exact. It is, how-

ever, true if the topology of the open set U consists of certain properties.

15.1.1 Relationship between the Exterior Derivative and the Pullback

7 Proposition 40 (Commutativity of the Pullback and the Exte-

rior Derivative)

Let F : Rn → Rm be smooth. Let η ∈ Ωk(Rm). Then dη ∈ Ωk+1(Rm)

and F∗(dη) ∈ Ωk+1(Rn). We also have F∗η ∈ Ωk(Rn) and d(F∗η) ∈
Ωk+1(Rn). In particular, we have

F∗(dη) = d(F∗η),

i.e. the pullback and the exterior derivative commute.

´ Proof

We proved this for the k = 0 case in �Corollary 38. WMA

k ≥ 1. Since both d and F∗ are linear, it is enough to show that

they commute on decomposable forms2. Suppose α = h dyi1 ∧ 2 Remember that these are like the base
forms for k-forms.

. . . ∧ dyik ∈ Ωk(Rm) with h ∈ C∞(Rm). By �Corollary 36 and

�Corollary 38, we have

F∗α = (F∗h)F∗ dyi1 ∧ . . . ∧ F∗ dyik

= (F∗h)(dF∗yi1) ∧ . . . ∧ (dF∗yik ).

Taking the exterior derivative of the above expression, which is a
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form on Rn, and using ¯Theorem 39, we get

d(F∗α) = (dF∗h) ∧ (dF∗yi1) ∧ . . . ∧ (dF∗yik ).

On the other hand, we have

dα = (dh) ∧ dyi1 ∧ . . . ∧ dyik ,

and therefore

F∗(dα) = (F∗ dh) ∧ (F∗ dyi1) ∧ . . . ∧ (F∗ dyik )

= (dF∗h) ∧ (dF∗yi1) ∧ . . . ∧ (dF∗yik ).

We have that the expressions agree, and so dF∗ = F∗ d as claimed.�



Part III

Submanifolds of Rn
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We shall now1 look into objects of which integration of differential 1 finally!

forms make sense.

16.1 Submanifolds in Terms of Local Parameterizations

# Definition 54 (Immersion)

Let k ≤ n. Let U ⊂ Rk be open. A smooth map ϕ : U → Rn is called

an immersion if, for each u ∈ V, the Jacobian (D ϕ)u : Rk → Rn is an

injective linear map.

Ã Note 16.1.1

This means that (D ϕ)u has maximal rank k. Equivalently, that k

columns of (D ϕ)u are linearly independent vectors in Rn.

We may also express the condition to be an immersion in a more in-

variant mannerm in particular, using the pushforward 2 map (dϕ)u : 2 See also A2, and Section 13.2.

TuRk → Tϕ(u)R
n. The linear maps (dϕ)u and (D ϕ)u differs only by

pre- and post-compositions with linear isomorphisms. It follows that they

have the same rank, and so we may also define an immersion as

an immersion is a smooth map whose pushforward (dϕ)u is injec-

tive for all u ∈ U.
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# Definition 55 (Parameterizations and Parameterized Submani-

folds)

An immersion ϕ : U ⊆ Rk → Rn that is also a homeomorphism

onto its image is called a parameterization. The image ϕ(U) ⊂ Rn

of a parameterization ϕ : U ⊆ Rk → Rn is called a k-dimensional

parameterized submanifold of Rn.

Ã Note 16.1.2

We see that a parameterization is an immersion which is also a continu-

ous bijection of U onto ϕ(U), with a continuous inverse.

Let’s consider some examples.

Example 16.1.1

Suppose k = 1, and F : U ⊆ R→ Rn an immersion.

u0

F F(u0)

Figure 16.1: Immersion from R to Rn

Since F is an immersion, it follows that

(D F)u0 =


∂F1

∂t (u0)
...

∂Fn

∂t (u0)


has rank 1. Thus (D F)u0 is non-zero, implying that when k = 1,

an immersion is just a smooth curve with a non-zero velocity in the

domain.3 ¥ 3 I’m not entirely sure if I follow. How
did an immersion go from having an
injective linear map to making sure that
no points can the differential be 0?Example 16.1.2
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Suppose k = 1 and n = 2, and F(t) = (t2, t3) over U ⊆ R. Then

(D F)0 =

 2t
∣∣∣
0

3t2
∣∣∣
0

 = 0.

Thus F is not an immersion. ¥

� Lemma 41 (Parameterized Submanifolds are not Determined

by Immersions)

Let ϕ : U ⊆ Rk → Rn be a parameterization. Let h : Ũ ⊆ Rk → Rk be a

diffeomorphism of Ũ onto U = h(Ũ). Then the composition

ϕ̃ = ϕ ◦ h : Ũ ⊆ Rk → Rn

is also an immersion.

´ Proof

First, note that ϕ and h are both smooth4. So ϕ ◦ h is smooth. Also, 4 ϕ is an immersion, which is defined to
be smooth, and h is a diffeomorphism.

ϕ ◦ h is a homeomorphism of Ũ onto ϕ(h(Ũ)) = ϕ(U), since it is a

composition of homeomorphism maps.

Now by the Chain Rule, we have

(D(ϕ ◦ h))u = (D ϕ)h(u) ◦ (D h)u.

The smoothness of ϕ and h guarantees that D ϕ and D h are smooth,

respectively. Thus D(ϕ ◦ h) is smooth. Further, since h is a diffeo-

morphism, D h is an invertible linear map. Thus the composition

(D ϕ)h(u) ◦ (D h)u is injective.

Therefore ϕ ◦ h is an immersion. �

Ã Note 16.1.3

Lemma 41 tells us that there are more ways than one to parameterization

a submanifold of Rn.
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Ã Note 16.1.4

When k = 1, an immersion is just a smooth curve γ : U ⊆ R → Rn,

where its velocity is γ′(t0) = (dγ)t0 non-zero for all t0 ∈ U.

# Definition 56 (jth Coordinate Curve)

Let ϕ : U ⊆ Rk → Rn be an immersion. if we fix all the coordinates

(u1, . . . , uk) except for the jth coordinate uj, and think of ϕ as a function

of only uj, then ϕ is a smooth curve on Rn, called the jth coordinate

curve of the parameterization ϕ. This is a smooth curve on Rn with

velocity vector at u ∈ U given by

∂ϕ

∂uj (u) =
(

∂ϕ1

∂uj (u), . . . ,
∂ϕn

∂uj (u)
)

.

Ã Note 16.1.5

The velocity vector ∂ϕ

∂uj (u) is the jth column of (D ϕ)u. This means that

the condition of being an immersion is equivalent to saying that for all

u ∈ U, the k velocity vectors ∂ϕ

∂u1 (u), . . . , ∂ϕ

∂uk (u) are linearly indepen-

dent, spanning the k-dimensional subspace of Tϕ(u)R
n.

# Definition 57 (Tangent Space on a Submanifold)

Let ϕ : U ⊆ Rk → Rn be a parameterization, so that ϕ(U) is a

k-dimensional parameterized submanifold of Rn. Then the tangent

space to ϕ(U) at ϕ(u), denoted as Tϕ(u)ϕ(U), is defined to be the k-

dimensional subspace of Tϕ(u)R
n spanned by the k vectors

∂ϕ

∂u1 (u), . . . ,
∂ϕ

∂uk (u).
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With these, we can now define a submanifold of Rn in a more

general way.

# Definition 58 (Submanifolds)

Let 1 ≤ k ≤ n, and M ⊆ Rn. We say that M is a k-dimensional

submanifold of Rn if there exists a covering of M by open subsets

{Vα ⊆ Rn | α ∈ A}, for some index set A, a collection of open subsets Uα

of Rk, and a collection of mappings ϕα : Uα → M ⊆ Rn such that the

following conditions hold:

1. Each ϕα is a homeomorphism of Uα onto Vα ∩M 5. 5 Note that this means Uα and Vα have
the same topological structure.

2. Each ϕα is a smooth immersion.

M
Vα

Vβ

Uα

ϕα
Uβ

ϕβ

Figure 16.2: # Definition 58 in action

Ã Note 16.1.6

We see that a k-dimensional submanifold M of Rn is a subset of a not-

necessarily-disjoint union pieces of open sets, each of which is a k-

dimensional parameterized submanifold of Rn 6. 6 Some authors call a k-dimensional
submanifold a regular submanifold of
Rn, and use the term regular map for a
parameterization.
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17.1 Submanifolds in Terms of Local parameterizations (Continued)

Given that the maps ϕα, ϕβ are homeomorphisms, we can consider

the map that goes from one parameterization to another.

# Definition 59 (Transition Map)

Let M be a k-dimensional submanifold of Rn. If Vα ∩ Vβ ∩M 6= ∅, the

transition map

ϕβα : ϕ−1
α (Vα ∩Vβ ∩M)→ ϕ−1

β (Vα ∩Vβ ∩M)

is defined by

ϕβα = ϕ−1
β ◦ ϕα.

Ã Note 17.1.1

Referring to Figure 16.2, we see that this is a map that goes from a subset

of Uα to a subset of Uβ.

Also, notice that ϕ−1
βα = ϕαβ, and ϕαα is the identity mapping.

The following is a useful realization.

7 Proposition 42 (Transition Maps are Diffeomorphisms)
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Each transition map ϕβα is a diffeomorphism.

The proof for 7 Proposition 42 is not
required for the course, but still useful
to know.´ Proof

Suppose Vα ∩ Vβ ∩M 6= ∅ and consider the transition map ϕβα =

ϕ−1
β ◦ ϕα, which

ϕβα : ϕ−1
α (Vα ∩Vβ ∩M)→ ϕ−1

β (Vα ∩Vβ ∩M).

We know that ϕβα is a homeomorphism since it is a composition

of two such maps. Therefore, it suffices for us to show that ϕβα is

smooth, which would analogously show that ϕ−1
βα is smooth. Let

x = ϕα(uα) = ϕβ(uβ) ∈ Vα ∩Vβ ∩M, where

ϕα(u) = (ϕ1
α(u), . . . , ϕn

α(u)),

ϕβ(u) = (ϕ1
β(u), . . . , ϕn

β(u)).

Since ϕβ is an immersion, the Jacobian (D ϕβ)uβ
is an injec-

tive linear map with rank k. By �Corollary 15, ∃{l1, . . . , lk} ⊆
{1, . . . , n} such that the k × k minor of (D ϕβ)uβ

, as described in

7 Proposition 14, is invertible at uβ.

Now define ϕ̃β : Uβ → Rk by

ϕ̃β(uβ) =
(

ϕl1
β (uβ), . . . , ϕ

lk
β (uβ)

)
,

which is smooth since each of the ϕ
li
β’s are smooth. By construc-

tion, and by our argument in the last paragraph, ϕ̃β has an in-

vertible Jacobian at uβ. Applying ¯Theorem A.4, we know that

∃U′β ⊆ Uβ containing uβ and an open subset Wβ ⊆ Rk containing

ϕ̃β(uβ), such that ϕ̃β : U′β → Wβ is a diffeomorphism. In particular,

we have that ϕ̃−1
β : Wβ → U′β is smooth.

Using a similar argument for ϕβ, we can define ϕ̃α : Uα → Rk by

ϕ̃α(uα) = (ϕl1
α (uα), . . . , ϕ

lk
α (uα)),

using the same subset {l1, . . . , lk} ⊆ {1, . . . , n}, and ϕ̃α is smooth.

Let U′α = (ϕ−1
α ◦ ϕβ)(U′β), which is an open subset of Uα. It follows
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by construction that on U′α, we have

ϕβα = ϕ−1
β ◦ ϕα = ϕ̃−1

β ◦ ϕ̃α : U′α → U′β.

Thus ϕβα is a composition of two smooth functions on the neigh-

bourhood of uα, so ϕβα is smooth at uα. �

An informal discussion on why M is k-dimensional in a n-dimensional

space Informally, a subset M is a k-dimensional submanifold of Rn

if it is locally homeomorphic to an open subset of Rk, via the identifi-

cation of Vα ∩M with Uα ⊆ Rk through ϕα. From 7 Proposition 42,

any two identifications of the same region of M with open subsets

of Rk are diffeomorphic, i.e. homeomorphic and preserves smooth-

ness. This realization of M being identifiable with such k-dimensional

subsets is why we say that M is k-dimensional.

# Definition 60 (Local parameterizations)

Under # Definition 55, each ϕα : Uα → M ⊆ Rn is called a local

parameterization of M, and the collection

{ϕα : Uα → Vα ∩M : α ∈ A}

of local parameterizations is called a cover of M. Given any such cover,

any other mapping ψ : U → V ∩ M that satisfies # Definition 55 is

called an allowable local parameterization. The set of all possible al-

lowable local parameterizations under a given cover is called the maximal

cover of the cover.

Ã Note 17.1.2

Allowable local parameterizations can be added to a cover and the cover

will still cover M, hence its name.

Example 17.1.1
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Consider the unit sphere Sn−1 ⊆ Rn, which is

Sn−1 = {x ∈ Rn : ‖x‖2 = 1},

where

‖x‖2 = (x1)2 + . . . (xn)2

is the usual Euclidean norm 1. 1 See PMATH 351

Claim Sn−1 is an (n− 1)-dimensional submanifold of Rn.

Let p ∈ Sn−1. By the construct of Sn−1, we know that ∃j ∈
{1, . . . , n} such that pj 6= 0. Then suppose pj > 0, and consider

the set

V+
j := {x ∈ Rn : xk > 0},

which is open in Rn. Then p ∈ V+
j ∩ Sn−1. Now let

U = {u ∈ Rn−1 | ‖u‖2 < 1},

which is an open subset of Rn−1. Define a map ϕ+
j : U → V+

j by

ϕ+
j (u) =

(
u1, . . . , uj−1,+

√
1− ‖u‖2, uj, . . . , un−1

)
.

Figure 17.1: ϕ+
3 in R3Notice that ϕ+

j is a bijection between U and V+
j ∩ Sn−1. Also, ϕ+

j

is smooth, since each of its terms are smooth. Its inverse (ϕ+
j )
−1 :

V+
j ∩ Sn−1 → U is given by

(ϕ+
j )
−1(x) = (x1, . . . , xj−1, xj+1, . . . , xn) ∈ Rn−1,

which is known at the stereographic projection from Rn to Rn−1.

The inverse is continuous because it is the restriction to V+
j ∩ Sn−1 of

a continuous map on V+
j .

It remains to show that ϕ+
j : U → V+

j ∩ Sn−1 is an immersion.

Notice that its Jacobian is the (n× (n− 1))-matrix

(D ϕ+
j ) =


I(j−1)×(j−1) 0(j−1)×(n−j)

∗1×(j−1) ∗1×(n−j)

0(n−j)×(j−1) I(n−j)×(n−j)

 ,

expressed in block form, where 0m×l denotes the m× l zero matrix,

https://tex.japorized.ink/PMATH351F18/classnotes.pdf#eg.9.1.4
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Im×m denotes the m × m identity matrix, and ∗m×l is some m × l

matrix whose entries are irrelevant to us. Notice that if we move the

jth row to the bottom, we obtain an (n − 1) × (n − 1) matrix in the

first n− 1 rows. Thus the matrix (D ϕ+
j ) is injective since it has rank

n− 1 (which is maximal).

It follows that ϕ+
j : U → V+

j is a local paramterization for Sn−1

whose image contains p. Had we started, instead, with pj < 0, then

we can define ϕ−j : U → V−j analogously, taking the negative square

root.

In conclusion, we covered Sn−1 by 2n local parameterizations, and

thus proving that Sn−1 is an (n − 1)-dimensional submanifold of

Rn. ¥

Example 17.1.2

Let a < b and let h : (a, b) → R be a smooth function such that

h(t) > 0 for all t ∈ (a, b). Consider the subset M of R3 given by

M = {(x, y, z) ∈ R3 : a < z < b, x2 + y2 = (h(z))2}.

Then M comprises all points in R3 whose z coordinates lies strictly

between a and b, whose distance
√

x2 + y2 from the z-axis is deter-

mined by h(z) > 0.

In other words, the set M is obtained by taking the graph of the

curve r = h(z) on the r − z plane and resolving it around the z-axis.

We call such an M a surface of revolution.

Claim M is a 2-dimensional submanifold of R3.

To show this, we can show that every point in M lies in the image

of some local parameterization. Using cylindrical coordinates on R3,

the points on M are

x = h(z) cos θ, y = h(z) sin θ, and z = z, for a < z < b.
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Consider the following two maps:

ϕ : (a, b)× (0, 2π)→ R3

ϕ(t, θ) = (h(t) cos θ, h(t) sin θ, t)

and

ϕ̃ : (a, b)× (−π, π)→ R3

ϕ̃(t̃, θ̃) = (h(t̃) cos θ̃, h(t̃) sin θ̃, t̃). ¥

It is clear that these two maps are smooth maps from open subsets of

R2 whose images are contained in M. It is also relatively easy to see

that both ϕ and ϕ̃ are homeomorphisms:

• all the terms are continuous;

• the different θ’s (and similarly for θ̃) give us unique points for

every t (respectively, t̃).

For instance, the inverse of ϕ is ϕ−1(x, y, z) =
(
z, arctan y

x
)

at points

where x 6= 0, and by ϕ−1(x, y, z) =
(

z, cot−1 x
y

)
at y 6= 0, and in both

cases the inverse trigonometric functions are defined to take values

in (0, 2π) (which we may translate around as we please). Note that

when both x 6= 0 and y 6= 0, the two expressions of ϕ−1 agree with

one another since cot θ = 1
tan θ .

It remains to show that these maps are immersions. We have

(D ϕ) =


∂ϕ1

∂t
∂ϕ1

∂θ
∂ϕ2

∂t
∂ϕ2

∂θ
∂ϕ3

∂t
∂ϕ3

∂θ

 =


h′(t) cos θ −h(t) sin θ

h′(t) sin θ h(t) cos θ

1 0

 .

Notice that the columns are not scalar multiples of each other, and so

(D ϕ) has rank 2, which, in this context, is maximal. It follows that

(D ϕ) is injective at all points in its domain. Thus ϕ is an immersion.

Therefore, M is indeed a 2-dimensional submanifold of R3, and we

have successfully covered M with two local parameterizations.
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18.1 Submanifolds as Level Sets

Quite often, submanifolds of Rn appear in an implicitly , i.e. as a set

of points in Rn which satisfy some equation. In this section, we shall

see that locally so, all submanifolds show up in this manner.

# Definition 61 (Maximal Rank) We saw the terminology maximal rank
arise in # Definition 54, but in either
case, in terms of how the word maximal
is used, we know what it means.

Let 1 ≤ k ≤ n− 1, and let F : U ⊆ Rn → Rn−k be a smooth map, where

U is open in Rn. We say that F has maximal rank on U if the Jacobian

(D F)x has maximal rank n− k at each point x ∈ U.

Ã Note 18.1.1

The above definition is equivalent to (D Fj)x being linearly independent

for all x ∈ U for j = 1, . . . , n− k, where (D Fj)x is the Jacobian of the

component function Fj : U ⊆ Rn → R at x ∈W.

# Definition 62 (Level Set)

The level set of a smooth function F : U ⊆ Rn → R 1 corresponding to 1 Note that the definition of a level set is
only for smooth functions with R as its
codomain.a value c ∈ R is the set of points 2

2 Weisstein, E. W. (n.d.). Level set.
MathWorld – A Wolfram Math Re-
source. http://mathworld.wolfram.
com/LevelSet.html

{(x1, . . . , xn) ∈ Rn | F(x1, . . . , xn) = c} .

http://mathworld.wolfram.com/LevelSet.html
http://mathworld.wolfram.com/LevelSet.html
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¯Theorem 43 (Implicit Submanifold Theorem)

Let 1 ≤ k ≤ n − 1, and let F : W ⊆ Rn → Rn−k be a smooth map,

where W is open in Rn. Suppose that the subset M = F−1(0) ⊆ Rn is

nonempty. If F has maximal rank on W ∩M, then M is a k-dimensional

submanifold of Rn.

´ Proof

Let x0 ∈ M = F−1(0). Then F(x0) = 0. Since (D F)x0 has maximal

rank n− k on W ∩M, by the non-vanishing minor corollary, there

exists a subset {l1, . . . , ln−k} ⊆ {1, . . . , n} such that the matrix ∂Fi

∂xlj

is invertible at x0. Let {m1, . . . , mk} = {l1, . . . , ln−k}C ⊆ {1, . . . , n}.

Now let yj = xlj , so that

y = (y1, . . . , yn−k) ∈ Rn−k,

and let wj = xmj , so that

w = (w1, . . . , wk) ∈ Rk.

Let F̃ : R(n−k)+k → Rn−k by F̃(y, w) = F(x). Then by our hypoth-

esis, the matrix ∂F̃i

∂yj is invertible at (y0, w0). Applying the implicit

function theorem, there exists

• an open neighbourhood U′ ⊆ U ⊆ Rn of (y0, w0),

• an open neighbourhood V ⊆ Rk of w0, and

• a smooth map ϕ̃ : V ⊆ Rk → Rn−k,

such that

{(y, w) ∈ U′ : F̃(y, w) = 0} = {(ϕ̃(w), w) : w ∈ V}.

Translating back to the original notation, we can define the map
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ϕ : V ⊆ Rk → Rn by

ϕmj = wj = xmj , and ϕlj(w) = ϕ̃j(w).

By the construction above, we know that ϕ is smooth. Now notice

that ϕ−1 : ϕ(V) → V is given by ϕ−1(x) = w, where wj =

xm−j, and thus ϕ−1 is continuous on ϕ(V). Also, it is clear that ϕ is

continuous. So we do have that ϕ is a homeomorphism.

Finally to show that ϕ is an immersion, notice that for j =

1, . . . , k, the mj
th row of (D ϕ)w has a 1 in the jth column and zeroes

everywhere else. Thus the columns of (D ϕ)w is linearly indepen-

dent.

Thus we have that U′ ∩ F−1(0) = U′ ∩ M = ϕ(V), with ϕ :

V ⊆ Rk → ϕ(V) ⊆ Rn satisfying # Definition 55. Since x0 ∈ M

was arbitrarily chosen, it follows that M is indeed a k-dimensional

submanifold of Rn. �

Example 18.1.1

If n − k = 1, then F : U ⊆ Rn → R has a maximal rank on U if

the 1-form dF is never zero on U. Following the above, M = F−1(0)

is an (n − 1)-dimensional submanifold of Rn, and is also called a

hypersurface of Rn, or a codimension one submanifold.

Note that when n = 3, this is a surface M in R3 in the sense that

we can perceive. ¥

Example 18.1.2

If n − k = n − 1, then F : U ⊆ Rn → Rn−1 has maximal rank

on U if the 1-forms dFi of the n − 1 functions F1, . . . , Fn−1 are all

linearly independent from one another at each point in U. Then by

¯Theorem 43, M = F−1(0) is a 1-dimensional submanifold of Rn,

called a curve in Rn, which is the usual curve that we know.

Putting this together with the last example, we deduce that a

curve in Rn is obtainable as the intersection of n − 1 hypersurfaces

(Fi)−1(0) in Rn, where the 1-forms dF1, . . . , dFn−1 are linearly inde-
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pendent at all points on the intersection. ¥

Remark 18.1.1
Notice that Example 18.1.3 is a much faster
way than Example 17.1.1 to finding a
cover! a

Example 18.1.3

Consider the sphere Sn−1 ⊂ Rn from Example 17.1.1. Note that we

may now write this as Sn−1 = F−1(0) where F : Rn → R is the

smooth function

F(x) = ‖x‖2 − 1 = (x1)2 + . . . + (xn)2 − 1.

We notice that (D F)x =
(

2x1 . . . 2xn
)

, which is never 0 on F−1(0).

Thus from rank-nullity, (D F)x has maximal rank 1 on F−1(0). By

¯Theorem 43, once again, we have that Sn−1 = F−1(0) is an (n− 1)-

dimensional submanifold of Rn. ¥

Example 18.1.4

Consider the surface of revolution M ⊂ R3 from Example 17.1.2. We

can write this set as M = F−1(0), where F : R3 → R is the smooth

function

F(x, y, z) = x2 + y2 − (h(z))2.

Notice that (D F)(x,y,z) =
(

2x 2y −2h(z)h′(z)
)

. For (D F)(x,y,z) to

have 0 at (x, y, z), we must have x = y = h′(z) = 0, since h(z) > 0.

In particular, for (D F)(0,0,z) to have rank 0, we must have h(z) = az

for some scalar a ∈ R. However, note that F(0, 0, z) = −(h(z))2 <

0. Therefore, the points (x, y, z) ∈ R3 where (D F)(x,y,z) does not

have maximal rank are not on the level set M = F−1(0). It follows

again from ¯Theorem 43 that M = F−1(0) is a 2-dimensional

submanifold of R3. ¥

Let us look at an example with higher codimension, i.e. an exam-

ple of an explicitly defined k-dimensional submanifold of Rn with

n− k > 1.

Example 18.1.5

Let (x, y, z, w) ∈ R4 and consider the set

M = {(x, y, z, w) ∈ R4 : x2 + y2 = 1, z2 + w2 = 1}.
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We can write this set as M = F−1(0) where F : R4 → R2 is the

smooth function

F(x, y, z, w) = (x2 + y2 − 1, z2 + w2 − 1).

We have that

(D F)(x,y,z,w) =

2x 2y 0 0

0 0 2z 2w

 ,

which clearly has rank 2 at all points on M. It follows from ¯Theorem 43

that M = F−1(0) is a 2-dimensional submanifold of R4.

Note that M can be thought of as the Cartesian product of two

copies of S2 ⊂ R2. Consequently, we write M = S1 × S1, and call M

the standard 2-torus in R4. ¥

18.2 Local Description of Submanifolds of Rn

In this section we shall look into more results about the local struc-

ture of submanifolds.

¯Theorem 44 (Points on the Parameterization)

Let M be a k-dimensional submanifold of Rn, and let x ∈ M. Then there

exists a local parameterization ψ : W ⊆ Rk → Rn for M with x ∈ ψ(W)

such that ∃{l1, . . . , lk} ⊆ {1, . . . , n} with complement {m1, . . . , mn−k}
such that x = ψ(w) satisfies

xlj = ψlj(w) = wj, j = 1, . . . , k,

xmj = ψmj(w) = ψmj(w1, . . . , wk), j = 1, . . . , n− k.

´ Proof

Since M is a submanifold of Rn, ∃ϕ : U ⊆ Rk → Rn, a lo-

cal parameterization, with x ∈ ϕ(U). Since ϕ is an immersion,

the Jacobian (D ϕ)u has rank k, and so �Corollary 15 gives us

{l1, . . . , lk} ⊆ {1, . . . , n} with complement {m1, . . . , mn−k} such that
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the matrix ∂ϕli

∂uj is invertible at u. Let ϕ̃ : U → Rk by

ϕ̃(u) = (ϕl1(u), . . . , ϕlk (u)).

It is clear that ϕ̃ is smooth on U, since its components are subsets

of the component functions of the smooth map ϕ on U. By con-

struction of ϕ̃, the Jacobian ∂ϕli

∂uj is invertible at u. Thus by applying

the inverse function theorem, there exists

• an open subset U′ ⊆ U containing u,

• an open subset W ⊆ Rk containing w = ϕ̃(u) such that ϕ̃ : U′ →
W is a diffeomorphism.

In particular, ϕ−1 : W → U′ is smooth.

Note that wj = ϕ̃j(u) = ϕlj(u) = xlj . Thus we can define

ψ : W ⊆ Rk → Rn by ψ : ϕ ◦ ϕ̃−1. It follows from Lemma 41 that ψ

is a local parameterization of M. Therefore, we have

ψlj(w) = ϕlj(ϕ̃−1(w)) = ϕlj(u) = xlj = wj and

ψmj(w) = ψmj(w1, . . . , wk),

as we wanted. �

Ã Note 18.2.1

¯Theorem 44 shows that locally (on ψ(W)) the submanifold is given as

the graph of a function of k variables. We can explicitly write n− k of the

coordinates xj as smooth functions of the other k variables.
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19.1 Local Description of Submanifolds of Rn (Continued)

7 Proposition 45 (Local Version of the Implicit Submanifold

Theorem)

Let M be a subset of Rn with the following property. For each x ∈ M,

∃W an open neighbourhood of x ∈ Rn such that W ∩M = F−1(0) for

some smooth mapping F : W ⊆ Rn → Rn−k which has maximal rank on

W. Then M is a k-dimensional submanifold of Rn.

´ Proof

Let x ∈ M, F : W ⊆ Rn → Rn−k which has maximal rank on W,

and x ∈ W. It follows that if we let M = W ∩ M in the Implicit

Submanifold Theorem, then there exists a local parameterization

f : U ⊆ Rk → F(U) for some open neighbourhood f (U) of x.

Since x is arbitrary, it follows that M is indeed a k-dimensional

submanifold of Rn. �

Interestingly, and fortunate to some extent, the converse of

7 Proposition 45 is true.

7 Proposition 46 (Converse of the Local Version of the Implicit

Submanifold Theorem)
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Let M be a k-dimensional submanifold of Rn, and let x ∈ M. Then

∃W ⊆ Rn an open set containing x, and a smooth mapping F : W ⊆
Rn → Rn−k which has maximal rank on W, such that W ∩M = F−1(0).

´ Proof

By ¯Theorem 44, ∃ψ : U ⊆ Rk → Rn a local parameterization

such that x ∈ ψ(U), with

xlj = ψlj(w) = wj and

xmj = ψmj(w) = ψmj(xl1 , . . . , xlk )

for some {l1, . . . , lk} ⊆ {1, . . . , n} with complement {m1, . . . , mn−k}.
Then let W ⊂ Rn be the open set defined by

W = {x ∈ Rn : (xl1 , . . . , xlk ) ∈ U},

as define the smooth map F : W ⊆ Rn → Rn−k by

Fj(x1, . . . , xn) = xmj − ψmj(xl1 , . . . , xlk ),

where j = 1, . . . , n − k. By construction, we have that W ∩ M =

F−1(0).

Now note that the jth row of (D F)x is (D Fj), which has a 1 in
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the mj
th component and zeroes in the mi

th components for i 6= j:

(D F)x =



∂F1

∂x1
∂F1

∂x2 . . . ∂F1

∂xmj . . . ∂F1

∂xn

∂F2

∂x1
∂F2

∂x2 . . . ∂F2

∂xmj . . . ∂F2

∂xn

...
...

...
...

∂Fmj

∂x1
∂Fmj

∂x2 . . . ∂Fmj

∂xmj . . . ∂Fmj

∂xn

...
...

...
...

∂Fn−k

∂x1
∂Fn−k

∂x2 . . . ∂Fn−k

∂xmj . . . ∂Fn−k

∂xn



=



∂F1

∂x1
∂F1

∂x2 . . . ∂F1

∂xmj . . . ∂F1

∂xn

∂F2

∂x1
∂F2

∂x2 . . . ∂F2

∂xmj . . . ∂F2

∂xn

...
...

...
...

∂Fmj

∂x1
∂Fmj

∂x2 . . . 1 . . . ∂Fmj

∂xn

...
...

...
...

∂Fn−k

∂x1
∂Fn−k

∂x2 . . . ∂Fn−k

∂xmj . . . ∂Fn−k

∂xn


It follows that the n− k rows (D Fj) are therefore linearly indepen-

dent, i.e. (D F)x has maximal rank n− k as required. �

19.2 Smooth Functions and Curves on a Submanifold

# Definition 63 (Smooth Functions on Submanifolds)

Let f : M → R. We say that f is smooth if the composition f ◦ ϕα :

Uα → R is a smooth function for any allowable local parameterization

ϕα : Uα → Rn of M (cf. Figure 19.1).

Let F : M → Rq be a vector-valued map. We say that F is smooth if

all the components Fi : M → R are smooth real-valued functions on M,

for i = 1, . . . , q.

Remark 19.2.1

Note that smoothness of functions is a local property, i.e. a function f is

smooth on M if and only if it is smooth on V ∩ M for every open set V in
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Rn. a

M
Vα

Vβ

Uα

ϕα
Uβ

ϕβ

f

RI ⊆

γ

Figure 19.1: Visual representation
of smooth functions and curves on
submanifolds

# Definition 64 (Smooth Curve on a Submanifold)

Let γ ∈ I → M, where I ⊆ R is open. We say that γ is a smooth curve

in M if the composition ϕ−1
α ◦ γ : I → Rk is a smooth curve 1 on Rk for 1 Note that we are using an earlier

definition of a smooth curve on Rk to
define a smooth curve on submanifolds.any allowable local parameterization ϕα : Uα → Rn (cf. Figure 19.1).

7 Proposition 47 (Smooth Curves on a Submanifold is a Smooth

Curve on Rn)

Let γ : I → M be a smooth curve on M. Let ι : M → Rn be the inclusion

map. Then ι ◦ γ : I → Rn is a smooth curve on Rn whose image lies in

the subset M ⊆ Rn.

Remark 19.2.2

7 Proposition 47 tells us that we can think of a smooth curve in M as a

smooth curve on Rn whose image lies in the subset M ⊆ Rn. a
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´ Proof

Let t ∈ I. Then we have

(ι ◦ γ)(t) = γ(t) = ϕα((ϕ−1
α ◦ γ)(t)),

since γ(t) ∈ M ⊆ Rn. Therefore, as a map from I → Rn, we have

that

ι ◦ γ = ϕα ◦ (ϕ−1
α ◦ γ).

By our hypothesis, we have that both ϕα : Uα ⊆ Rk → Rn and

ϕ−1
α ◦ γ are both smooth, thus ι ◦ γ : I → Rn is a composition of

smooth maps. �

Remark 19.2.3

It can be shown that the converse of 7 Proposition 47 holds, i.e. if γ : I →
Rn is a smooth map such that γ(t) ∈ M for all t ∈ I, then as a map from I

to M, γ is a smooth curve in M as in the sense of # Definition 64.

However, the proof of this statement is currently beyond is and not

within the scope of this course. a

7 Proposition 48 (Composing a Smooth Function and a Smooth

Curve)

Let M be a submanifold of Rn. Let f : M → R be a smooth function on

M, and let γ : I → M be a smooth curve on M. Then the composition

f ◦ γ : I → Rn is a smooth map in the usual sense in multivariable

calculus.

´ Proof

For any t ∈ I, the point p = γ(t) ∈ M lies in the image of

some local parameterization ϕα of M. By # Definition 64 and

# Definition 63 on M, we know that both

f ◦ ϕα : Uα → R and ϕ−1
α ◦ γ : I → Rk
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are smooth. Then on some open neighbourhood of t ∈ I, we have

f ◦ ϕ = ( f ◦ ϕα) ◦ (ϕ−1
α ◦ γ),

which is a composition of smooth maps and is therefore smooth. It

follows that f ◦ γ : I → R is smooth on I. �

19.3 Tangent Vectors and Cotangent Vectors on a Submanifold

In a similar fashion to how we defined a tangent space on Rn (cf.

Section 8.1), in this section, we shall show an analogous construction

of a tangent space on submanifolds.

Let ϕ : U → Rn be a parameterization of M. From Section 8.1,

we would have the k-dimensional subspace Tϕ(u)R
n spanned by the k

vectors
∂ϕ

∂u1 (u), . . . ,
∂ϕ

∂uk (u).

These vectors form the k columns of the n × k matrix (D ϕ)u, i.e.

Tϕ(u)ϕ(U) is the image of Rn of the linear map (D ϕ)u). More pre-

cisely, Tϕ(u)ϕ(U) is the image in Tϕ(u)R
n of the linear map (dϕ)u :

TuRk → Tϕ(u)R
n.
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20.1 Tangent Vectors and Cotangent Vectors on a Submanifold (Con-

tinued)

Recall that in # Definition 57 we defined the tangent space Tp M

of M at p to be the tangent space of the parameterized submanifold

ϕ(U) ⊆ Rn at ϕ(u) for any local parameterization ϕ : U → Rn of M

with p = ϕ(u).

For this notion to be well-defined, we need to show that Tp M does

not depend on the choice of the local parameterization.

7 Proposition 49 (Well-Definedness of the Tangent Space of a

Submanifold)

Let ϕα : Uα → Rn and ϕβ : Uβ → Rn be two local parameterizations for

M with p ∈ Vα ∩Vβ ∩M. Then p = ϕα(uα) = ϕβ(uβ) for some unique

uα ∈ Uα and uβ ∈ Uβ. Then we have

Tϕα(uα)ϕα(Uα) = Tϕβ(uβ)
ϕβ(Uβ).

´ Proof

The first implication follows immediately from the choosing of the

unique uα and uα since ϕα and ϕβ are homeomorphisms.

Now recall that the transition map

ϕβα : ϕ−1
α (Vα ∩Vβ ∩M)→ ϕ−1

β (Vα ∩Vβ ∩M)
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was defined to be ϕβα = ϕ−1
β ◦ ϕα, and we proved in 7 Proposition 42

that ϕβα is a diffeomorphism. It follows that

ϕβ ◦ ϕβα = ϕα,

and so we obtain ϕβ and ϕα, maps on the open subset ϕ−1
α (Vα ∩

Vβ ∩M) ⊆ Rk. By the chain rule, we have that

(dϕα)uα = (dϕβ)uβ
(dϕβα)uα .

Since ϕβα is a diffeomorphism, it follows that the linear map

(dϕβα)uα : Tuα Rk → Tuβ
Rk

is an isomorphism, and therefore (dϕα)uα and (dϕβ)uβ
have the

same image in Rn. �

Ã Note 20.1.1

Note that the proof of 7 Proposition 49 is almost a restatement of

Lemma 41. We see that, once again, the result says that the image of the

induced linear map (dϕ)u of a parameterization is independent of any parameterization

such that ϕ(u) = p.

We now consider characterizing elements of Tp M as velocity vectors

at p of smooth curves of M passing through p, just as we did for Rn.

# Definition 65 (Velocity Vectors on a Submanifold)

Let γ : I → M be a smooth curve on M with 0 ∈ I and γ(0) = p. Then

p lies in the image of at least one local parameterization ϕ : U → Rn

for M, with ϕ(u) = p for some u ∈ U. The velocity vector of the

smooth curve ϕ−1 ◦ γ : I → Rk on Rk at the point u is a tangent vector

(ϕ−1 ◦ γ)′(0) ∈ TuRk.

We define the velocity vector of γ at p to be the image of (ϕ−1 ◦
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γ)′(0) under the linear map (dϕ)u : TuRk → TpRn. We denote the

velocity vector of γ at p by γ′(0) ∈ Tγ(0)M, and the velocity vector at p

of a smooth curve on M passing through p is a tangent vector at p to M.

M
ϕ(U) p

U
u

ϕ

I ⊂ R
0γ

Figure 20.1: Borrowing the velocity
vector

Ã Note 20.1.2

The argument in the proof of 7 Proposition 49 tells us that this def-

inition is well-defined, i.e. the velocity vector on a point p is the same

regardless of the choice of parameterization.

Remark 20.1.1

To explain the definition in a more intuitive manner, notice that the way we

defined a velocity vector at p in M is by looking at the velocity vector of p

when it was still u in U. a

The have the following fact that makes our definition even better.

7 Proposition 50 (All Velocity Vectors on a Submanifold are

Determined by # Definition 65)

Let vp ∈ Tp M. Then there exists a (non-unique) smooth curve γ : I →
M on M with 0 ∈ I and γ(0) = p such that γ′(0) = vp. That is,

any vp ∈ Tp M can be realized as the velocity at p of a sooth curve on M

passing through p.

´ Proof

Let ϕ : U → Rn be any local parameterization of M whose image

contains p. Then u = ϕ−1(p) ∈ U ⊆ Rk. Then (dϕ)u : TuRk →
TpRn is a linear injection, whose image is precisely Tp M. Let vp ∈
Tp M. Then ∃!wu ∈ TuRk such that (dϕ)u(Wu) = vp.

Now let σ be a smooth curve on Rk with σ(0) = u and σ′(0) =

wu. Notice that we have σ = ϕ−1 ◦ (ϕ ◦ σ). Since σ and ϕ are
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smooth, it follows that γ = ϕ ◦ σ is a smooth curve on M, with

γ(0) = ϕ(u) = p and γ−1 = (dϕ)u(σ′(0)) = (dϕ)u(wu) = vp. �

Ã Note 20.1.3

Recall that a smooth curve γ on M ⊆ Rn can be thought of as a smooth

curve on Rn whose image lies in M. Since Tp M is a subspace of TpRn,

7 Proposition 50 tells us that γ′(0) ∈ Tp M, as a curve on M, precisely

coincides with the velocity of γ in TpRn when we think of γ as a smooth

curve on Rn.

Let’s examine the consequences of the above observation. Let

ϕ : U → Rn be a local parameterization of M. If we fix all the

components in u ∈ U except the jth component, we get exactly a

smooth curve on M, which we called the jth coordinate curve of ϕ.

Once again, we can think of this as a smooth curve on Rn whose

image lies in M.

Let p = ϕ(u), where u = (u1, . . . , uk) ∈ U ⊆ Rk. Then ∂ϕ

∂uj (u) is

a tangent vector to M at p. Let σ : I → Rk be a smooth curve on Rk

such that σ(t) ∈ U for all t ∈ I, and σ(0) = u. Then as discussed

above, ϕ ◦ σ is a smooth curve on M, which can be thought of as a

smooth curve on Rn whose image lies in M, with (ϕ ◦ σ)(u) = p. By

the chain rule, we have

γ′(0) =
∂ϕ

∂uj (σ(0))
duj

dt
(0) = cj =

∂ϕ

∂uj (u)

for some scalars cj. We see that Tp M is spanned by the k elements of

the set

A =

{
∂ϕ

∂uj (u) : j = 1, . . . , k
}

,

which is the set of velocity vectors at p of the coordinate curves on

M as determined by the local parameterization ϕ. Since Tp M is k-

dimensional, A is necessarily a basis for Tp M.

We see that for each choice of a local parameterization ϕ of M

whose image contains p determines a particular basis of Tp M. Thus
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we see that there is no canonical choice for a local parameterization.

Now let us consider tangent vectors as derivations. The set of real-

valued functions on M is both a vector space and an algebra with

respect to multiplication of real-valued functions, i.e. ( f g)(p) =

f (p)g(p) 1. We denote this space as C∞(M). 1

Exercise 20.1.1
Verify that linear combinations of products
of smooth real-valued functions on M are
still smooth.

As before, let us denote the set of germs of smooth functions at p

as Cp∞(M), where f ∼p g if and only if ∃V ⊆ Rn open that contains

p, such that

f �V∩M= g �V∩M .

Just as when we were in Rn, C∞
p (M) is an algebra over R 2. 2 Note again that this means that

C∞
p (M) is a real vector space with

multiplication.

# Definition 66 (Derivation on Submanifolds)

Let M be a submanifold of Rn and let p ∈ M. A derivation at p is a

linear map D : C∞
p (M)→ R with the property that

D([ f ]p[g]p) = f (p)D[g]p + g(p)D[ f ]p.

Ã Note 20.1.4

# Definition 66 is formally the same as # Definition 35.

Exercise 20.1.2

Check that the space of derivations at p is indeed a real vector space.
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21.1 Tangent Vectors and Cotangent Vectors on a Submanifold (Con-

tinued 2)

The space of germs of smooth functions on M at p only depends on

the intersection of M with an arbitrary open neighbourhood of p in

Rn.

Exercise 21.1.1

Let M be a submanifold of Rn and p ∈ M. Let V be an open subset of

Rn containing p. We know that the subset V ∩ M is a submanifold of Rn

containing p. Show that

C∞
p (M) = C∞

p (V ∩M).

� Lemma 51 (Correspondence of Smooth Maps between a Sub-

manifold and Its Parameterization)

Let M be a submanifold of Rn, and ϕ : U → M a local parameterization

of M. Then ϕ(U) = V ∩ M for some open set V in Rn containing p.

Consider the map

ι : C∞
p (V ∩M)→ C∞

p (U) given by f 7→ f ◦ ϕ.

This map is a linear isomorphism of vector spaces and a homomorphism of

algebras.
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M

V

ϕ(u)

U

u
ϕ

f

f ◦ ϕ

R

Figure 21.1: Visualization of Lemma 51

´ Proof

Linearity Let f , g ∈ C∞(V ∩M) and t, s ∈ R. Then

(t f + sg) ◦ ϕ = t( f ◦ ϕ) + s(g ◦ ϕ)

and so the map is linear.

Homomorphism of algebras Furthermore, we also have

( f g) ◦ ϕ = ( f ◦ ϕ)(g ◦ ϕ),

and so we have that our map is a homomorphism of algebras.

Isomorphism of Vector Spaces Let f ∈ C∞(V ∩ M) be such that

f ◦ ϕ : U → R is the zero function. Since ϕ : U → V ∩ M is a

bijection, it follows that

f = ( f ◦ ϕ) ◦ ϕ−1

is a zero function, thus showing that ι is injective.

Now suppose h ∈ C∞(U). Then

h = (h ◦ ϕ−1) ◦ ϕ,

and by definition h ◦ ϕ−1 : V ∩M → R is smooth since h is smooth

on U. It follows that ι is injective as well. �

�Corollary 52 (Isomorphism Between Algebra of Germs)
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Consider the assumptions in Lemma 51. Let p ∈ V ∩M with p = ϕ(u)

for u ∈ U. Then the linear isomorphism C∞(V ∩M)→ C∞(U) given by

f 7→ f ◦ ϕ induces an isomorphism between the algebra of germs C∞
p (M)

at p ∈ M and the algebra of terms C∞
u (Rk) at u ∈ Rk, given by

[ f ]p 7→ [ f ◦ ϕ]u.

´ Proof

Let f1 ∼u f2. Then ∃W ⊆ Rn such that p ∈W such that

f1 �W∩M= f2 �W∩M .

Let Ũ = ϕ−1(W ∩ V) ⊆ U. Since ϕ is continuous and W ∩ V is

open, we have that Ũ is open. Since ϕ(Ũ) ⊆W, we have

( f1 ◦ ϕ) �Ũ= ( f2 ◦ ϕ)Ũ .

It follows that [ f1 ◦ ϕ]u = [ f2 ◦ ϕ]u if [ f1]p = [ f2]p. Thus, the map

[ f ]p 7→ [ f ◦ ϕ]u is well-defined.

It remains to show that the map is bijective. Let [h]u ∈ C∞
u (Rk).

Then h is a smooth function defined on some open neighbourhood

Ũ ⊆ U of u. Then by restricting ϕ to Ũ, following the proof of

Lemma 51, we have that h = (h ◦ ϕ−1) ◦ ϕ. Thus [h]u ∈ C∞
u (Rk) is

the image of [h ◦ ϕ−1]p ∈ C∞
p (M). Thus our map is surjective.

Now if [ f ◦ ϕ]u = 0, then f ◦ ϕ is identically zero on some open

neighbourhood Ũ ⊆ U of u. Since ϕ is a bijection from Ũ onto

its image, f must be identically zero on some open neighbour-

hood ϕ(Ũ) of p. It follows that our map is an isomorphism, as

required. �

Ã Note 21.1.1

We see that a local parameterization ϕ : U → V ∩M allows us to identify

germs of smooth functions on M at p with germs of smooth functions on
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U at u = ϕ−1(p).

We shall now investigate how is the tangent space Tp M of M at p

precisely the space of derivations at p. Let M be a submanifold of Rn

and let p ∈ M.

Let ϕ be a local parameterization of M whose image contains

p = ϕ(u). Again, we have ϕ(U) = V ∩M for some open V ⊆ Rn, and

V ∩M is a submanifold of Rn, containing p. Let

Lϕ : C∞
p (M)→ C∞

u (Rk)

be the isomorphism of algebras from �Corollary 52, given by

Lϕ([ f ]p) = [ f ◦ ϕ]u.

Now let D : C∞
p (M) → R be a derivation. Then D ◦ L−1

ϕ : C∞
u (Rk) →

R is linear. Furthermore, since D is a derivation and L−1
ϕ is a homo-

morphism of algebras, we have

D ◦ L−1
ϕ ([h1]u[h2]u) = D(L−1

ϕ ([h1]u[h2]u))

= D([h1 ◦ ϕ−1]p[h2 ◦ ϕ−1]p)

= (h1 ◦ ϕ−1)(p)D[h2 ◦ ϕ−1]p

+ (h2 ◦ ϕ−1)(p)D[h1 ◦ ϕ−1]p

= h1(u)(D ◦ L−1
ϕ )[h2]u + h2(u)(D ◦ L−1

ϕ )[h1]u.

Thus we see that D ◦ L−1
ϕ is a derivation at u. By ¯Theorem 28,

we know that D ◦ L−1
ϕ is a tangent vector at u in Rk, i.e. D ◦ L−1

ϕ is a

directional derivative in some direction wu ∈ TuRk.

This means that if we let [ f ]p ∈ C∞
p (M), then ∃Ṽ ⊆ V of p in Rn

such that f : Ṽ ∩ M → R is a smooth function on Ṽ ∩ M. Thus we
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have

D[ f ]p = D[( f ◦ ϕ) ◦ ϕ−1]p

= DL−1
ϕ [ f ◦ ϕ]u

= wu( f ◦ ϕ)

= lim
t→0

( f ◦ ϕ)(u + tw)− ( f ◦ ϕ)(u)
t

= lim
t→0

f (ϕ(u + tw))− f (p)
t

.

Consider γ(t) = ϕ(u + tw), which is, by construction, a smooth

curve on M with γ(0) = p and γ′(0) = (dϕ)u(wu). Note that this

is a velocity vector vp in M at p. Thus it makes sense to consider the

expression D[ f ]p above as the directional derivative in the vp =

(dϕ)uwu ∈ Tp M direction of the smooth function f on M at the point

p.

This motivates us to define, ∀vp ∈ Tp M, and any [ f ]p ∈ C∞
p (M),

vp( f ) = lim
t→0

f (ϕ(u + tw))− f (p)
t

= wu( f ◦ ϕ) = ((dϕ)−1
u (vp))( f ◦ ϕ). (21.1)

We have therefore proven the following theorem:

¯Theorem 53 (Derivations are Tangent Vectors Even on Sub-

manifolds)

Let M be a submanifold of Rn and p ∈ M. Any tangent vector vp ∈
Tp M gives a derivation vp : Cp∞(M)→ R, defined by

vp( f ) = ((dϕ)−1
u (vp))( f ◦ ϕ)

for any local parameterization ϕ : U → Rn of M such that ϕ(u) = p.

Moreover, any derivation D : C∞
p (M) → R is of this form for a unique

vp ∈ Tp M.

Exercise 21.1.2
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Show that f 7→ ((dϕ)−1
u (vp))( f ◦ ϕ) is a derivation. Moreover, show that

the map is independent of the local parameterization ϕ, i.e. if ∃ϕ̃ another

local parameterization of M with ϕ̃(ũ) = p, then show that

((dϕ)−1
u (vp))( f ◦ ϕ) = ((dϕ̃)−1

u (vp))( f ◦ ϕ̃).
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22.1 Tangent Vectors and Cotangent Vectors on a Submanifold (Con-

tinued 3)

Example 22.1.1

Let ϕ be a local parameterization of M with p = ϕ(u), and the tan-

gent vector ∂ϕ

∂uj (u) ∈ Tp M given by the velocity at p of the jth coordi-

nate curve on M induced by ϕ. Note that ∂ϕ

∂uj (u) = (dϕ)u(êj)u. Then

by Equation (21.1), we have

∂ϕ

∂uj (u)( f ) = (êj)u( f ◦ ϕ) =
∂

∂uj

∣∣∣
u
( f ◦ ϕ),

which is the partial derivative of f ◦ ϕ at u in the êj direction . Be-

cause of this, we shall write this tangent vector ∂ϕ

∂uj (u) as ∂
∂uj

∣∣∣
p
∈

Tp M.

Thus {
∂

∂u1

∣∣∣
p
, . . . ,

∂

∂uj

∣∣∣
p

}
is a basis of Tp M, but this depends on the choice of parameteriza-

tion. ¥

22.2 Smooth Vector Fields and Forms on a Submanifold
One should notice how similar these
parts are to Part II.

# Definition 67 (Cotangent Space on a Submanifold)

Let p ∈ M. Let T∗p M = (Tp M)∗ be the dual space of Tp M. We call T∗p M

the cotangent space of M at p.
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Following Part II, we can consider the space Λr(T∗p M) of r-forms

on the k-dimensional real vector space Tp M. Again, we note that we look at a vector
field as a function that attaches a vector
to each point in the space.

# Definition 68 (Vector Fields on Submanifold)

A vector field on M is a map X : M→ ⋃
q∈M Tq M such that

X(p) = Xp ∈ Tp M, ∀p ∈ M.

See also # Definition 11

# Definition 69 (Forms on Submanifolds)

An r-form on M is a map η : M→ ⋃
q∈M Λr(T∗q M) such that

η(p) = ηp ∈ Λr(T∗p M), ∀p ∈ M.

Ã Note 22.2.1

Note that since Λ0(T∗p M) = R, a 0-form on M is just a real-valued

function on M.

Remark 22.2.1

Given a vector field X on M and a smooth function f on M, we get a func-

tion X f : M → R defined by (X f )(p) = Xp f , where Xp ∈ Tp M is a

derivation at p 1. If η is an r-form with r ≥ 1, then given any r vector fields 1 We saw this in ¯Theorem 53.

X1, . . . , Xr on M, we have that η(X1, . . . , Xr) : M → R is a function given

by

(η(X1, . . . , Xr))(p) = ηp((X1)p, . . . , (Xr)p). a

# Definition 70 (Wedge Product on Submanifolds)

Let η be an r-form on M and let ζ be an l-form on M. We define the
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wedge product η ∧ ζ, an (r + l)-form on M, by

(η ∧ ζ)p = ηp ∧ ζp,

where the wedge product on the RHS is the usual wedge product of forms

on the vector space Tp M.

Ã Note 22.2.2

We still have that

η ∧ ζ = (−1)|η||ζ|ζ ∧ η.

# Definition 71 (Smooth Vector Fields on Submanifolds)

We say that a vector field X is smooth on M if X f ∈ C∞(M) for all

f ∈ C∞(M). We denote the set of smooth vector fields on M by Γ(TM).

# Definition 72 (Smooth 0-forms on Submanifolds)

For a 0-form h : M → R, we say that h is smooth if it is smooth by

# Definition 63. We denote the set of smooth 0-forms on M both by

C∞(M) and Ω0(M).

# Definition 73 (Smooth r-forms on Submanifolds)

For 1 ≤ r ≤ k, an r-form η on M is smooth if

η(X1, . . . , Xr) ∈ C∞(M), ∀X1, . . . , Xr ∈ Γ(TM).

We denote the set of smooth r-forms on M by Ωr(M) = Γ(Λr(T∗M)).

Remark 22.2.2
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From Remark 19.2.1, we know that smoothness of vector fields and forms

is a local property. In other words, a vector field X is smooth on M iff it is

smooth on V ∩ M for every open V in Rn, and similarly so for an r-form

η. a

Example 22.2.1 (� )

Let ϕ : U → Rn be a local parameterization for M with image

V ∩M. Let p ∈ V ∩M with p = ϕ(u). Recall that the tangent vector
∂

δuj p
∈ Tp M was defined to be (dϕ)u(êj)u, where (êj)u ∈ TuRk is the

jth standard basis vector.

Define a vector field ∂
∂uj on the submanifold V ∩ M by letting its

value at p ∈ V ∩M be ∂
∂uj

∣∣∣
p
. That is, let

∂

∂uj

∣∣∣
p
= (dϕ)u(êj)u, where u = ϕ−1(p).

Claim ∂
∂uj is a smooth vector field on V ∩ M. To show this, let

f ∈ C∞(V ∩M). By Example 22.1.1, we have(
∂

∂uj f
)
(p) =

(
∂( f ◦ ϕ)

∂uj

)
(u) =

(
∂( f ◦ ϕ)

∂uj ◦ ϕ−1
)
(p).

We see that the function ∂
∂uj f : V ∩ M → R is the function g =

∂( f ◦ϕ)

∂uj ◦ ϕ−1. Notice that g ◦ ϕ = ∂( f ◦ϕ)

∂uj is smooth on U. Thus

the function g is smooth by # Definition 63. It follows that ∂
∂uj is

a smooth vector field on V ∩M. ¥

7 Proposition 54 (Structures of Γ(T M) and Ωr(M))

We know that the spaces Γ(TM) and Ωr(M) are (infinite-dimensional)

real vector spaces, and modules over C∞(M). The vector space structure

and module structure are defined in the usual way by

(aX + bY)p = aXp + bYp, ( f X)p = f (p)Xp

(aη + bζ)p = aηp + bζp, ( f η)p = f (p)ηp,

for all a, b ∈ R, X, Y ∈ Γ(TM), ηζ ∈ Ωr(M), and f ∈ C∞(M).
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´ Proof

to be added �

7 Proposition 55 (Smoothness of Wedge Products on Submani-

folds)

Let η ∈ Ωr(M) and ζ ∈ Ωl(M). Then η ∧ ζ ∈ Ωr+l(M).

´ Proof

For an arbitrary p ∈ M, by # Definition 70, we have that

(η ∧ ζ)p = ηp ∧ ζp.

By # Definition 47, since each η and ζ are smooth, it follows that

the RHS is also smooth, which is what we want. �

# Definition 74 (Pullback Maps on Submanifolds)

Let M be a submanifold on Rn, and let ϕ : U ⊆ Rk → Rk be a local

parameterization for M. Then ϕ is a smooth map, and it induces a linear

isomorphism (dϕ)u : TuRk → Tϕ(u)M. We define the pullback map as

ϕ∗ = (dϕ)∗u : Λr(T∗ϕ(u)M)→ Λr(T∗u Rk),

where if η is an r-form on M, then ϕ∗η is an r-form on U such that

(ϕ∗η)u((W1)u, . . . , (Wr)u) = ηϕ(u)((dϕ)u(W1)u, . . . , (dϕ)u(Wr)u),

(22.1)

for tangent vectors (W1)u, . . . , (Wr)u ∈ TuRk.

Ã Note 22.2.3
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Since (dϕ)u : TuRk → Tp M is an isomorphism, the map ϕ∗ is also an

isomorphism.
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23.1 Smooth Vector Fields and Forms on a Submanifold (Continued)

� Lemma 56 (Smoothness of Pullbacks and Forms)

Suppose that η is an r-form on M. then η is smooth iff the pullback ϕ∗η

is a smooth r-form on U for every local parameterization ϕ : U → Rn of

M.

Recall from much earlier on that any
smooth vector fields on Rk is ex-
pressible as a linear combination of
{ê1, . . . , êk}. So, for Lemma 56 it suffices
for us to show that the statement holds
for these guys.

´ Proof

Let {ê1, . . . , êk} be the standard smooth vector fields on Rk. We

want to show that (ϕ∗η)(êl1 , . . . , êlr ) is a smooth function on U for

all 1 ≤ l1 < . . . < lr <≤ k iff η is smooth. From Equation (22.1), we

have

(ϕ∗η)u((êl1)u, . . . , (êlr )u) = ηϕ(u)((dϕ)u(êl1)u, . . . , (dϕ)u(êlr )u).

(23.1)

In Example 22.2.1, we saw that the vector field ∂
δuj on V ∩M given

by
∂

∂uj

∣∣∣
p
= (dϕ)u(êj)u
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was smooth on V ∩M. Thus Equation (23.1) becomes

(ϕ∗η)u((êl1)u, . . . , (êlr )u) = ηp

(
∂

∂ul1

∣∣∣
p
, . . . ,

∂

∂ulr

∣∣∣
p

)
=

(
η

(
∂

∂ul1
, . . . ,

∂

∂ulr

))
(p)

=

(
η

(
∂

∂ul1
, . . . ,

∂

∂ulr

))
(ϕ(u)).

Thus, we see that

(ϕ∗η)(êl1 , . . . , êlr ) =

(
η

(
∂

∂ul1
, . . . ,

∂

∂ulr

))
◦ ϕ : U → M. (23.2)

We see that, under the definitions # Definition 63 and # Definition 73,

and the fact that each of the ∂
∂uj ’s are smooth on V ∩ M, Equa-

tion (23.2) is smooth iff η is smooth on η is smooth on V ∩M. �

Now recall that transition maps are diffeomorphic.

� Lemma 57 (Composition of Pullbacks of Transition Maps and

parameterizations)

Let ϕα : Uα → Vα ∩M and ϕβ : Uβ → Vβ ∩M be two local parameter-

izations for M such that Vα ∩Vβ ∩M 6= ∅. Let η be a smooth r-form on

M. Then

ϕ∗βα ϕ∗βη = ϕ∗αη. (23.3)

´ Proof

Notice that we have ϕβ ◦ ϕβα = ϕα. Thus

ϕ∗βα ϕ∗βη =
(

ϕβ ◦ ϕβα

)∗
η = ϕ∗αη. �

�Corollary 58 tells us that the r-
forms on M stays consistent across the
different parameterizations, and this
equivalence comes from the transition
map between parameterizations.

�Corollary 58 (r-forms on a Submanifold and Its parameteriza-

tions are Equivalent)

A smooth r-form η on M is equivalent to the smooth ηα on each Uα, an



PMATH365 — Differential Geometry 175

allowable local parameterization of M, subject to the compatibility relation

that

ϕ∗βαηβ = ηα.

´ Proof

We may choose ηα = ϕ∗αη. Then by choosing ηβ = ϕ∗αη, we can

apply Lemma 57 and Lemma 56 and complete our proof. �

Remark 23.1.1

Note that if M can be covered by the image of a single parameterization ϕ :

U → Rn, then �Corollary 58 says that a smooth r-form η on M = ϕ(U)

is equivalent to a smooth r-form ϕ∗η on U, since there the compatibility

relation is trivially satisfied. a

# Definition 75 (Exterior Derivative on Submanifolds)

Let M be a k-dimensional submanifold of Rn. Let η ∈ Ωr(M). Then we

define the exterior derivative of η as dη ∈ Ωr+1(M), given by

ϕ∗α dη = dϕ∗αη (23.4)

for any local parameterization ϕα of M.

Ã Note 23.1.1

The d on the RHS is the usual exterior derivative on Ωr(Uα).

Remark 23.1.2

It appears that # Definition 75 was defined to be dependent on the choice

of parameterization. However, if we make use of 7 Proposition 40 and
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Equation (23.3), we can compute

dϕ∗αη = dϕ∗βα ϕ∗βη = ϕ∗βα dϕ∗βη.

We also have that

ϕ∗α dη = ϕ∗βα ϕ∗β dη,

which we see that it agrees with �Corollary 58. a

7 Proposition 59 (Square of the exterior derivative is a zero map

on submanifolds)

The operator d : Ωr(M)→ ωr+1(M) is linear and satisfies d2 = 0 and

d(η ∧ ζ) = (dη) ∧ ζ + (−1)|η|η ∧ (dζ).

´ Proof

This is essentially just restating ¯Theorem 39 and 7 Proposition 13.�
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Our current goal is to define integration. However, there are certain

submanifolds that we cannot have a sensible definition for integra-

tion. This section give us the basics to understand why integrability

cannot be defined on these submanifolds.

In particular, we shall see that not every submanifold can be

endowed with an orientation.

24.1 Orientability and Orientation of Submanifolds

Recall that in # Definition 18 we defined an orientation of a k-

dimensional real vector space V as a choice of a nonzero element

µ ∈ Λk(V), up to scaling by a positive real number. Equivalently so,

it is an equivalence class of ordered bases of V.

There is a correspondence between the two characterizations:

if B = {e1, . . . ek} is an ordered basis of V, then the orientation it

determines is the equivalence class µ = e1 ∧ . . . ∧ ek ∈ Λk(V).

Furthermore, we saw, in Section 3.1.1 that an orientation on V is

equivalent to an orientation on its dual space V∗.

By the above notes, we know that an orientation on V is equivalent

to an nonzero elements µ ∈ Λk(V∗), where µ ∼ µ̃ iff µ̃ = λµ, where

λ > 0.

We shall apply the above ideas to k-dimensional submanifolds of

Rn. The main idea is to attach an orientation to each tangent space

Tp M of M 1, in a “smoothly varying way”. Since an orientation of 1 Note that we cannot attach an orien-
tation on M itself without taking about
its tangent space Tp M, because Tp M de-
scribes exactly how points of M ‘move
around’.

Tp M corresponds to a non-zero element µp ∈ Λk(T∗p M), we give the
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following definition.

# Definition 76 (Orientable Submanifolds)

Let M be a k-dimensional submanifold on Rn. We say that M is ori-

entable if there exist a nowhere vanishing smooth k-form on M, i.e.

∃µ ∈ Ωk(M) such that µp 6= 0 for all p ∈ M.

Submanifolds that are not orientable are said to be non-orientable.

Ã Note 24.1.1

Suppose M is orientable and let µ and µ̃ be two nowhere vanishing k-

forms on M. Then ∃ f ∈ C∞(M) such that µ̃ = f µ. We say that µ ∼ µ̃ if

f > 0, i.e. f (p) > 0 for all p ∈ M. This is, quite clearly, an equivalence

relation.

Thus, an orientation on an orientable M is a choice of equivalence

class [µ] of nowhere vainishing smooth k-forms on M.

Example 24.1.1

Let U be open in Rk, and let ϕ : U → Rn be a single parameteri-

zation. Then M = ϕ(U) is a k-dimensional submanifold of Rn. By

Remark 23.1.1, a k-form µ on M = ϕ(U) is equivalent to a k-form ϕ∗µ

on U.

Following that, we may define a k-form µ on M by requiring

ϕ∗µ = du1 ∧ . . . ∧ duk. Since (ϕ∗µ)u 6= 0u for all u ∈ U 2, we must 2 How do we know this?

have that µp 6= 0 for all p ∈ M. Thus, for any p ∈ M, we can define

an orientation on T∗p M by taking the equivalence class of [µp]. This

means that given an ordered basis {α1
p, . . . , αk

p} of T∗p M, it induces an

orientation µp on T∗p M iff

α1
p ∧ . . . ∧ αk

p = λµp

for some λ > 0 (by # Definition 76).
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This is called the orientation on M = ϕ(U) induced by the pa-

rameterization ϕ. ¥

In particular, the above example tells us that any submanifold that

can be covered by a single parameterization is always orientable, and

the parameterization provides a preferred orientation.

# Definition 77 (Compatible Orientation)

Let M be a k-dimensional submanifold. Suppose that M is orientable and

let µ be an orientation for M. Let ϕ : U → M be a local parameterization

for M with image V ∩ M. Let ν be the orientation on W ∩ M given by

ϕ, where W ⊆ V. If the coordinates on W are u1, . . . , un, then we have

ϕ∗ν = du1 ∧ . . . ∧ duk.

On V ∩M, we would have ν = f µ for some nowhere vanishing f ∈
C∞(V ∩ M). We say that the local parameterization ϕ is compatible

with the orientation µ if f > 0 everywhere on V ∩M.

Ã Note 24.1.2

The above definition says that the two nowhere vanishing k-forms µ and

ν on V ∩ M are equivalent, i.e. they determine the same orientation on

Tp M for each p ∈ V ∩M.

7 Proposition 60 (Compatibility of Parameterizations with the

Orientation)

Let M be an orientable k-dimensional submanifold, and let µ be a nowhere

vanishing k-form on M. Suppose that ϕ and ϕ̃ are two local param-

eterizations for M, with respective images V ∩ M and Ṽ ∩ M, with

V ∩ Ṽ ∩M 6= ∅.

Then the transition map

H : ϕ̃−1 ◦ ϕ : ϕ̃−1(V ∩ Ṽ ∩M)→ ϕ−1(V ∩ Ṽ ∩M)
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is a diffeomorphism. Furthermore, if ϕ and ϕ̃ are both compatible with µ,

then det(D H) > 0 everywhere on the domain of H.

´ Proof

The transition map H is a diffeomorphism by 7 Proposition 42.

By our assumption, we may let ν and ν̃ be the orientation on

V ∩M and Ṽ capM induced by ϕ and ϕ̃ respectively. In particular,

we have that

ϕ∗ν = du1 ∧ . . . ∧ duk, and µ = f ν on V ∩M for some f > 0,

and

ϕ̃∗ν̃ = dũ1 ∧ . . . ∧ dũk, and µ = f̃ ν̃ on Ṽ ∩M for some f̃ > 0

By Lemma 57, we have

H∗ ϕ̃∗µ = ϕ∗µ.

Now on V ∩M, we have that µ = f ν, and so on ϕ−1(V ∩M) we

have

ϕ∗µ = ϕ∗( f ν) = ( f ◦ ϕ)ϕ∗ν = ( f ◦ ϕ) du1 ∧ . . . ∧ duk,

where ϕ∗ f = f ◦ ϕ by # Definition 50.

Similarly, on Ṽ ∩M, we have µ = f̃ ν̃, and so on ϕ̃−1(Ṽ ∩M) we

have

ϕ̃∗µ = ϕ̃∗( f̃ ν̃) = ( f̃ ◦ ϕ̃)ϕ̃∗ν̃ = ( f̃ ◦ ϕ̃) dũ1 ∧ . . . ∧ dũk.

It follows that on ϕ−1(V ∩ Ṽ ∩M), we have

( f ◦ ϕ) du1 ∧ . . . ∧ duk = ϕ∗µ = H∗ ϕ̃∗µ

= H∗( f̃ ◦ ϕ̃) dũ1 ∧ . . . ∧ dũk

= ( f̃ ◦ ϕ̃ ◦ H)H∗(dũ1 ∧ . . . ∧ dũk).
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Thus, we see that

( f ◦ ϕ) du1 ∧ . . . ∧ duk = ( f̃ ◦ ϕ)H∗(dũ1 ∧ . . . ∧ dũk).

In A3Q2, we show(ed) that H∗(dũ1 ∧ . . . ∧ dũk) = det(D H) du1 ∧
. . . ∧ duk. Follow that, we have

( f ◦ ϕ) du1 ∧ . . . ∧ duk = ( f̃ ◦ ϕ)det(D H) du1 ∧ . . . ∧ duk.

Since f , f̃ > 0, it follows that we must have det(D H) > 0. �
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25.1 Orientability and Orientation of Submanifolds (Continued)
7 Proposition 61 can be thought

of in the following way: if we can
find two disjoint connected sets of
which det(D H) is positive on one and
negative on the other, we know that
such a submanifold must not have been
orientable.

7 Proposition 61 (Non-orientability Checker)

Let M be a k-dimensional submanifold. Suppose that M can be covered by

the images of two local parameterizations ϕ : U → Rn and ϕ̃ : Ũ → Rn,

with respective imgaes V ∩ M and Ũ ∩ M. Suppose that V ∩ M and

Ṽ ∩ M are both connected sets, and that their intersection V ∩ Ṽ ∩ M

consists of exactly two disjoint connected sets W1 and W2.

Let

H = ϕ̃−1 ◦ ϕ = ϕ̃−1(V ∩ Ṽ ∩M)→ ϕ−1(V ∩ Ṽ ∩M)

be the transition map. If the nowhere vanishing smooth function det(D H) >

0 on ϕ−1(W1) and det(D H) < 0 on ϕ−1(W2), then M is not orientable.

´ Proof

As given, we have M = W1 ∪W2, where W1 ∩W2 = ∅, and

W1, W2 are both connected. Since ϕ−1 is continuous, it follows that

ϕ−1(W1) and ϕ−1(W2) are both connected and disjoint 1. By the 1 This step requires one understand
certain results about continuity and
connectedness. See notes on PMATH
351.

Intermediate Value Theorem, since det(D H) is non-zero, and by

our assumption that det(D H) > 0 on ϕ−1(W1) and det(D H) < 0

on ϕ−1(W2), it follows that det(D H) must have a constant sign on

each of ϕ−1(W1) and ϕ−1(W2).

Suppose M is orientable, i.e. ∃µ ∈ Ωk(M) such that µ 6= 0. By

https://tex.japorized.ink/PMATH351F18/classnotes.pdf
https://tex.japorized.ink/PMATH351F18/classnotes.pdf
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what’s given, let 2 2 Why is this legal?

ϕ∗µ = h du1 ∧ . . . ∧ duk

for some nowhere vanishing smooth function h on U, and

ϕ̃∗µ = h̃ dũ1 ∧ . . . ∧ dũk

for some nowhere vanishing smooth function h̃ on Ũ. Since U =

ϕ−1(V ∩M) and V ∩M is connected and ϕ−1 is continuous, again,

by the same reason about connectedness in the last paragraph, U

is connected. Similarly, Ũ = ϕ̃(Ṽ ∩M) is connected. Again, by the

Intermediate Value Theorem, h and h̃ never change sign on their

respective domains. However, we have

h du1 ∧ . . . ∧ duk = ϕ∗µ = H∗ ϕ̃∗µ

= H∗(h̃ dũ1 ∧ . . . ∧ dũk)

= (h̃ ◦ H)(det(D H)) du1 ∧ duk,

where the last equality is by # Definition 50. Thus, we have

h = (h̃ ◦ H)det(D H) (25.1)

everywhere on ϕ−1(V ∩ Ṽ ∩ M) = ϕ−1(W1 ∪W2) = ϕ−1(W1) ∪
ϕ−1(W2). Since h and h̃ ◦ H 3 do not change sign on ϕ−1(W1) ∪ 3 How did we know that H does not

change signs?
ϕ−1(W2), and so Equation (25.1) tells us that det(D H) does not

change sign on ϕ−1(W1) ∪ ϕ−1(W2), which is a contradiction.

Therefore, M must have been non-orientable to start with. �

Ã Note 25.1.1

The converse of 7 Proposition 61 is also true, but we do not yet have the

machinery to prove this. Note that the converse says:

If there exists a cover of M by local parameterizations such that

all the transition maps ϕβα satisfy det(D ϕβα) > 0, then M is

oriented.
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See 7 Proposition 65.

Example 25.1.1 (Non-orientability of the Möbius strip)

The Möbius strip can be obtained by taking a rectangular strip of

paper, and gluing two ends of the paper together after a twist. Math-

ematically, we can construct this as a surface of revolution, in particu-

lar by taking a curve in the yz-plane and rotating it about the z-axis.

Consider a straight line segment y = R truncated so that the line

segment only extends within −L < z < L, for R > L > 0 4(cf. 4 We make this assumption so that it is
useful when we construct the Möbius
strip.Figure 25.1).

y

z

R

L

−L

Figure 25.1: Straight line segment y = R
truncated to within −L < z < L

If we rotate this line segment around the z-axis, we get a cylinder,

as shown in Figure 25.2.

y

z

x

R

L

−L

Figure 25.2: Cylinder as a surface of
revolution

However, we suppose that the straight line also rotates coun-

terclockwise about its center at a rate 1
2 (of 2π), so that when it

returns to the starting point, the line segment is now inverted (cf.

Figure 25.3).

y

z

x

Figure 25.3: Same setup as in Fig-
ure 25.1 but with a counterclockwise
rotation at its center. The arrows on the
line segment is a dummy orientation
indicating where is up and down.

Note that we require R > L > 0 so that we do not end up with an

intersection in the resulting surface.

We can write down a parameterization for this new surface: let ϕ

be the parameterization such that x = r cos v, y = r sin v, and z = z,

and we have

ϕ : (−L, L)× (0, 2π)→ R3

ϕ(t, v) =
((

R− t sin
v
2

)
cos v,

(
R− t sin

v
2

)
sin v, t cos

v
2

)
.
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The resulting surface of ϕ is as shown in Figure 25.4.

Figure 25.4: Möbius strip coming from
ϕ.

It is easy to see that we can adjust the values of the second space

in the domain for other parameterizations of the Möbius strip. In

particular, we can have ϕ̃ defined as

ϕ̃ : (−L, L)× (−π, π)→ R3

ϕ̃(t̃, ṽ) =
((

R− t̃ sin
ṽ
2

)
cos ṽ,

(
R− t̃ sin

ṽ
2

)
sin ṽ, t̃ cos

ṽ
2

)
.

The resulting surface of ϕ̃ is shown in Figure 25.5.

Figure 25.5: Möbius strip coming from
ϕ̃.

Claim: the Möbius strip is not orientable Notice that the domains of

ϕ and ϕ̃, which are

U = (−L, L)× (0, 2π) and Ũ = (−L, L)× (−π, π),

are both connected. Since ϕ and ϕ̃ are both homeomorphisms, in

particular continuous, both ϕ(U) and ϕ̃(Ũ) are both connected. The

intersection of these two parameterizations, which we give as W1 ∪
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W2, are

W1 = ϕ((−L, L)× (0, π)) = ϕ̃((−L, L)× (0, π))

W2 = ϕ((−L, L)× (π, 2π)) = ϕ̃((−L, L)× (−π, 0))

Note that W1 and W2 are connected and disjoint. Consider

H = ϕ̃−1 ◦ ϕ,

that takes (t, v) to (t̃, ṽ).

Now in W1, we have that ṽ = v and t̃ = t. It follows that

(D H) =

1 0

0 1


and so det(D H) = 1 on W1.

However, on W2, we have that ṽ = v− 2π. Then ṽ
2= v

2
− π. So we

have

sin
ṽ
2
= sin

v
2

and cos
ṽ
2
= − cos

v
2

.

We must therefore have that t̃ = −t. This is expected from our

counterclockwise rotation around the anchored point as we revolve

around the z-axis, and eventually turning the line segment upside

down. We thus have

(D H) =

1 0

0 −1

 ,

and so det(D H) = −1 on W2.

It follows from 7 Proposition 61 that the Möbius strip is non-

orientable. ¥
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26.1 Partitions of Unity

A partition of unity is a tool that allows us to decompose geometric

objects into smaller pieces, each of which can be treated with meth-

ods of standard multivariable calculus.

Ã Note 26.1.1

My understanding is that it is a tool to assign a fair weight to each of

these smaller pieces. Thinking ahead, we want to be able to define inte-

gration over manifolds, and we know that a manifold can have infinitely

many parameterizations that cover it. If we simply take a sum of all the

integration over each of the parameterizations, we will end up “double

counting” the contribution of many of the points to the integral, which

would render the tool inaccurate.

To amend this problem, first, we want to be able to cover over each

point of M using parameterizations as “tiny” as possibly can. This still

makes it difficult for us: there may just be too many parameterizations for

us to calculate, and even more so when M is a ‘big’ manifold. Thus, we

will require that M is compact. This will now give us a finite number of

parameterzations to work with.

This makes taking care of double counting in the smaller areas become

easier to deal with. In particular, we will define smooth bump functions

which will be our way of giving a weight to each point on the small area,

and the closer we get to the centre, the greater a value we assign. Since

each of the parameterzations are tiny, this gives us a rather fair assign-
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ment of weights.

We can do better with this refinement. We can also assign a weight

to each of these parameterzations depending on its contribution, which

effectively gives us a way to average out parameterzations across the

board.

The above ideas will be reflected mathematically in the rest of this

lecture, and especially so when we finally define a partition of unity.

To define a partition of unity, we need to first construct smooth

bump functions.

Ã Note 26.1.2
There is no deep meaning behind the
choice of 1 and 2 as thresholds. They
are simply numbers representing some
threshold, and we may as well relabel
them as ε and δ respectively. Choosing 1
and 2 is just for conveience.

� Lemma 62 (Smooth Bump Functions)

There exists a smooth function χ : Rk → R such that 1

1 We can adjust the thresholds 1 and 2
so that we still have χ as in the lemma.

1 2

Figure 26.1: Heat map of the smooth
bump function χ : R2 → R

χ(u) = 1 ‖u‖ ≤ 1
χ(u) ∈ (0, 1) 1 < ‖u‖ < 2
χ(u) = 0 ‖u‖ ≥ 2.

´ Proof

On A4Q7, we showed that there exists a smooth function f : R →
R such that f (t) = 0 for all t ≤ 0 and f (t) > 0 for all t > 0. Using

such an f , we define h : R→ R such that

h(t)
f (2− t)

f (2− t) + f (t− 1)
.

Notice that

t ≤ 1 =⇒ 2− t ≥ 1 =⇒ f (2− t) > 0 and f (t− 1) = 0

t > 1 =⇒ t− 1 > 0 =⇒ f (t− 1) > 0 and f (2− t) ≥ 0.

We see the the denominator of h is strictly positive for all t ∈ R. So

h : R → R is well-defined. Also, h is smooth, since it is composed

of smooth functions.
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Now, when t ≥ 2, we have 2− t ≤ 0, and so f (2− t) = 0. We

have that

h(t) = 0 when t ≥ 2.

When 1 < t < 2, by our above observation, we have

h(t) ∈ (0, 1) for 1 < t < 2.

When t ≤ 1, we have t− 1 ≤ 0, and f (t− 1) = 0. Thus

h(t) = 1 for t ≤ 1.

Our desired result follows by taking χ(u) = h(‖u‖). �

We also need a special class of local parameterizations, given in

the following lemma.

Ã Note 26.1.3
Again, there is no deep meaning behind
choosing 3 as the radius of the ball. It
simply is out of convenience, and we
may as well relabel it as, say, γ.

� Lemma 63 (Special Parameterizations to Construct Partitions

of Unity)

Let M be a k-dimensional submanifold of Rn and let ϕ : U → Rn be any

local parameterization of M, with image V ∩M. Let p ∈ V ∩M. Then

we can find a local parameterization ψ : B3(0)→ Rn of M, where

B3(0) =
{

u ∈ Rk
∣∣∣ ‖u‖ < 3

}
,

such that ψ(0) = p and ψ(B3(0)) ⊆ ϕ(U) = V ∩M.

) Strategy
The idea of the proof is simple: we know
that p has a pre-image, but that may not be
0 and U may not be big enough to contain
B3(0). So we just need to translate U and
then scale it accordingly.

´ Proof

Let u0 ∈ U be the unique preimage of p ∈ V ∩M, i.e. ϕ(u0) = p.

Since U is open, ∃δ > 0 such that Bδ(u0) ⊆ U.

Let L : Rk → Rk be a translation map that ‘makes’ u0 the new

origin, i.e. L(u) = u− u0. Let U′ be L(U). We have that

• L is a homeomorphism between U and U′; and

• it is clear that L(Bδ(u0)) = Bδ(0).
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In particular, ϕ ◦ L−1 is another parameterization of M.

Now let F : Rk → Rk be the map F(u) = 3
δ (u), and write

F(U′) = U′′. Then

• F is a homeomorphism between U′ and U′′; and

• again, F(Bδ(0)) = B3(0).

We also have that ϕ ◦ L−1 ◦ F−1 is another parameterization of M.

In particular, we have that

ψ = ϕ ◦ L−1 ◦ F−1

is a homeomorphism, and in particular, ψ(B3(0)) ⊆ ϕ(U) = V ∩M.

Also, we have that ψ(0) = ϕ(u0) = p. �

Remark 26.1.1

The proof of Lemma 63 shows that we can always find a local parameter-

ization ϕ of M such that ϕ(0) = p, and we can find an open ball of any

radius around the origin such that we contain p in a small open set. In ef-

fect, we are can construct an open ball around p of any radius induced by a

parameterization. a

We also require the following definition in order to define a parti-

tion of unity.

# Definition 78 (Support of a Function)

Let f : V → R. The support of f is defined as

supp f := {x ∈ Rn : f (x) 6= 0},

where the bar denotes closure.

Ã Note 26.1.4
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By the above definition, we know that Rn \ supp f is an open subset of

Rn where f is identically zero.

We are now ready to plough through constructing a partition of

unity.

¯Theorem 64 (Partition of Unity)

Let M be a compact k-dimensional submanifold of Rn, and let {Vα ∩
M : α ∈ A} be a cover of M by the images of local parameterizations

ϕα : Uα → Rn. Then there exists a finite collection of smooth functions

ρj : M→ R for j = 1, . . . , m such that

1. for each j, the smooth function ρj satisfies 0 ≤ ρj(p) ≤ 1 for all

p ∈ M;

2. for each j, supp ρj ⊆ Vα(j) ∩M for some α(j) ∈ A; and

3. ∑m
j=1 ρj(p) = 1 for all p ∈ M.

Such a collection of smooth functions is called a partition of unity

subordinate to this cover.

It might be helpful to read Note 26.1.1
before ploughing ahead.

´ Proof

By Lemma 63, for each p ∈ M, we can find ψp : B3(0) → Wp ∩M

such that

• ψp(0) = p;

• ψp(B1(0)) = Wp ⊆ Vα ∩M for some α ∈ A. 2 2 Notice that we defined Wp as the im-
age of ψp(B1(0)) instead of ψp(B3(0)).
This is a sneaky step that we can do to
allow ourselves to choose the smallest
open ball so that it will be useful for us
later.

Then {Wp : p ∈ M} forms an open cover of M. Since M is compact,

there exists {Wp,i}n
i=1 ⊆ {Wp : p ∈ M} that covers M. 3

3 With this, we have completed the
setup, putting a finite cover of small
open balls on M.

Define ζi : M→ R given by

ζi =

χ(ψ−1
i (q)) q ∈ ψi(B3(0))

0 q ∈ M \ ψi(B2(0))
,
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Figure 26.2: Constructing a partition of
unity

where χ is a smooth bump function. 4 4 With this, we have assigned a weigh-
tage to each point on the manifold
given a parameterization.Notice that each of the ζi’s is smooth since χ ◦ ψ−1 is smooth for

each p ∈ ψi(B3(0)). Since supp χ ⊆ B2(0), ζi is identically zero on

M \ ψ(B2(0)). This implies that ζi is indeed smooth on M. 5 5 It is important to us that all the ζi’s
are continuous, since we want to assign
a weight to each parameterization in
a smooth’ manner. Its importance will
surface later on.

Now define ρi : M→ R such that

ρi(p) =
ζi(p)

∑n
j=1 ζ j(p)

,

for any p ∈ M. Note that that the denominator of each ρi is greater

than 0, since p ∈ Wq,j = ψj(B1(0)) for some j, since the Wq,j’s form

a cover of M. 6 6 This is where we use the sneaky step.
Notice that should we not have picked
the Wp’s in such a way the definition of
the ρi’s would be in deep trouble.We shall now verify the conditions:

1. It is clear that 0 ≤ ρi(p) ≤ 1, since we clearly have

0 ≤ ζi(p) ≤
n

∑
j=1

ζi(p);

2. Notice that

ρi(p) = 0 ⇐⇒ ζi(p) = 0 ⇐⇒ p ∈ M \ B2(0) ⇐⇒ p /∈Wq,i

Thus supp ρi ⊆Wq,i ∩M ⊆ Vα(i) ∩M for some α(i) ∈ A; and
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3. it is clear that

n

∑
i=1

ρi(p) =
n

∑
i=1

ζi(p)
∑n

j=1 ζ j(p)
= 1.

Finally, we note that since ρi is a composition of smooth functions,

ρi itself is also smooth, which is what we need. �

Remark 26.1.2

By Karigiannis (2019), the compactness assumption is actually not neces-

sary; we can construct partitions of unity even on noncompact submanifolds

on Rn, but the process is considerably more difficult. a
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27.1 Partitions of Unity (Continued)

7 Proposition 65 (Compatible Local Parameterizations Implies

Orientability)

Let M be a k-dimemensional submanifold of Rn and suppose that there

exists a cover of M by local parameterizations such that all the transi-

tion maps ϕβα satisfy det(D ϕβα) > 0. Then M is oriented. That is,

there exists a nowhere vanishing k-form µ on M, such that all these local

parameterizations are compatible with µ.

Ã Note 27.1.1

The above result is true in general when used with a general partition of

unity. We shall, however, only prove for when M is compact.

) Strategy
We need to construct an a smooth k-form µ

on M, and show that it is non-zero. We do
so by construction.

´ Proof

Let Vα(1), . . . , Vα(m) be the finite open cover of M from ¯Theorem 64,

so that supp ρj ⊆ Vα(j) ∩ M. Let νj be an orientation on Vα(j) ∩ M

induced by the parameterization ϕα(j), so that we have

ϕ∗α(j)νj = du1 ∧ . . . ∧ duk.
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We now define a k-form µ on M by

µ =
m

∑
j=1

ρjνj.

It remains to show that µ is indeed an orientation, i.e. it is a non-

vanishing smooth k-form on M.

1By our proof in ¯Theorem 64, ∃j0 such that ρj0(p) > 0. 1 There is quite some work to do here.

• We need to ensure that all of the pa-
rameterizations remain compatible
with µ.

• We want µp 6= 0 for any p ∈ M.

As things look like now, one may
wonder if the ρjνj’s may cancel each
other out. It turns out that, indirectly so
by ¯Theorem 64, around any point,
the relevant k-forms all turn out to be
positive.

Let νj0 be the orientation on Vα(j0) ∩ M associated to ϕα(j0). Let

{(e1)p, . . . , (ek)p} be an oriented basis for Tp M with respect to νj0 ,

i.e.

(νj0)((e1)p, . . . , (ek)p) > 0.

Let u = ϕ−1
α(j0)

(p) and (ei)p = (dϕα(j0))u(wi)u for some (wi)u ∈
TuRk.

Let us observe that

(νj0)p((e1)p, . . . , (ek)p) = (νj0)p((dϕα(j0))u(w1)u, . . . , (dϕα(j0))u(wk)u)

= ((dϕα(j0))
∗
uνj0)((w1)u, . . . , (wk)u)

=

Proof left as to-be-finished, cause I just noticed what the next

step was and realized that that really came out of nowhere. �

Ã Note 27.1.2

Combining 7 Proposition 60 and 7 Proposition 65, we have an if and

only if statement, which says that a submanifold M is orientable if and

only if given any two local parameterizations ϕα, ϕβ of M, we must have

that det(∆ϕβα) > 0.

27.2 Integration of Forms

Let us first define integration for a more ‘atomic’ case.
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# Definition 79 (Integration of Forms on Euclidean Space)

Let U ⊆ Rk be an open set, and η ∈ Ωk(U), i.e.

η = h du1 ∧ . . . ∧ duk

for some h ∈ C∞(U). Note that supp η = supp h, since du1 ∧ . . . ∧
duk 6= 0. 2 2 it is not interesting otherwise.

Suppose supp η is a compact subset of Rk. The integral of η over U,

denoted
∫

U η, is defined as∫
U

η :=
∫

U
h du1 ∧ . . . ∧ duk =

∫
U

h du1 . . . duk,

where the final integral is the usual integral of a compactly-supported

h ∈ C∞(U) over an open set U ⊆ Rk.

Next, we define an integral over a manifold that has a single pa-

rameterization.

Ã Note 27.2.1

If we define integration on manifolds using exactly # Definition 79 by

simply bringing what we have to do on the manifold onto the parameteri-

zation, we quickly run into the following problem: we may reparameterize

M simply by switching one of the basis to its negative, i.e. taking

{v1 = −u1, v2 = u2, . . . , vk = uk},

then we would have∫
U

ϕ∗η =
∫

U
h dv1 dv2 . . . dvk = −

∫
U

h du1 du2 . . . duk = −
∫

U
ϕ∗η,

where η is a k-form on M, ϕ is the single parameterization. Then this

definition of an integration would not be well-defined. This is where

the orientation of the manifold comes in. With an orientation on M,

we will now have to choose parameterizations that are compatible with

the orientation. This also takes care of weird reparameterizations (cf.

7 Proposition 61).
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# Definition 80 (Integral over Manifolds with a Single Parame-

terization)

Let M be a k-dimensional submanifold such that M = ϕ(U) is the image

of a single local parameterization ϕ : U → Rn. Let µ be the orientation of

M as determined by ϕ, i.e.

ϕ∗µ = du1 ∧ . . . ∧ duk.

Let ω ∈ Ωk(M). Then ϕ∗ω is a smooth k-form on U, and suppose that

supp ω is a compact subset of M. 3 We define the integral of ω over 3 Since ϕ is a homeomorphism, it
follows that supp ω = ϕ(supp ϕ∗ω),
and so ω is compact if and only if
supp h, where ϕ∗ω = h du1 ∧ . . . ∧ duk ,
is a compact subset of Rk .

M = ϕ(U) as ∫
ϕ(U)

ω =
∫

U
ϕ∗ω,

where the RHS uses the # Definition 79.

�Corollary 66 (Well-Definedness of the Integral over Manifolds

with a Single Parameterization)

Let M be a k-dimensional submanifold such that M = ϕ(U), where

ϕ : U → Rn is the single local parameterzation of M. Let ω ∈ Ωk(M).

Then
∫

M ω is well-defined, i.e. it is independent of reparameterizations

of M, if we restrict to reparameterizations which all induce the same

orientation on M.

´ Proof

This is just Note 27.2.1. �
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28.1 Integration of Forms (Continued)

From last time, let M = ϕ(U) = ϕ̃(Ũ) be a parameterized k-

dimensional submanifold.

Let w ∈ Ωk(M). We defined∫
M

w =
∫

U
ϕ∗w =

∫
Ũ

ϕ̃∗w.

We showed that this is well-defined iff ϕ, ϕ̃ determine the same orien-

tation, i.e. det(D(ϕ̃−1 ◦ ϕ)) > 0.

Now let M be a compact k-dimensional submanifold of Rn. Let w ∈
Ωk(M), where supp(w) is a closed subset of M, which is compact,

and so supp(w) is compact. We want to define∫
M

w ∈ R.

The idea is to use partitions of unity to decompose ω into a finite

sum of smooth k-forms, with each of them compactly supported in

the image of the single parameterization.

Given a partition of unity {ρi}, observe that

ω = 1 ·ω =

(
m

∑
j=1

ρj

)
ω =

m

∑
j=1

(ρjω),

1 and 1 Note that the ρj’s here act as scalars
to the k-form. Also note that ω : M →⋃

q∈M Λk(T∗q M) (cf. # Definition 69),
and

ωp : Tq M× . . .× Tq M︸ ︷︷ ︸
k times

→ R.

supp(ρjω)
(∗)
⊆ supp(ρj) ⊆ Vj ∩M. (28.1)
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2Hence, we can consider ρjω as a smooth k-form on Vj and define 3 2 (∗) is true because supp(ρjω) =
supp(ρj) ∩ supp(ω).
3 This is sensible because ρjω vanishes
outside of Vj ∩M.

∫
M

ρjω :=
∫

Vj∩M
ρjω =

∫
Uj

ϕ∗j (ρjω).

# Definition 81 (Integral over Manifolds)

Let {Vα ∩ M : α ∈ A} be a cover of a compact manifold M given by

images of local parameterizations ϕα : Uα → Rn of M, all of which are

compatible with the given orientation on M. Let {ρj : j = 1, . . . , m} be

a partition of unity subordinate to the above cover. Let us denote Vα(j) =

Vj, and ϕα(j) = ϕj. Note that

m⋃
j=1

Vj ⊇ M.

We define an integration over forms on manifolds as

∫
M

ω =
∫

M

(
m

∑
j=1

ρjω

)
:=

m

∑
j=1

∫
M

ρjω =
∫

Vj∩M
ρjω =

∫
Uj

ϕ∗j (ρjω).

Now we need to show that the result is independent of the choice

of the parameterization and partition of unity.

7 Proposition 67 (Independence of the Integral from the Choice

of Parameterization and Partition of Unity)

Given a different set of parameterization {ϕ̂α} that covers M, and a

different partition of unity {ρ̂r} subordinate to this cover, we have that

m

∑
i=1

∫
M

ρiω =
r

∑
i=1

∫
M

ρ̂rω.

´ Proof

Let {Wβ ∩ M : β ∈ B} be a cover of M by images of local param-

eterizations ψβ of M compatible with the given orientation. Let

{σi : i = 1, . . . , l} be a partition of unity for this cover, with the
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usual properties. As shown in Equation (28.1), we have

supp(ρjω) ⊆ Vj ∩M,

and

supp(σiρjω) ⊆Wi ∩Vj ∩M.

By our first choice, we have

∫
M

ω =
m

∑
j=1

∫
M

ρjω =
m

∑
j=1

∫
M

(
l

∑
i=1

σi

)
ρjω

=
m

∑
j=1

l

∑
i=1

∫
M

σiρjω =
l

∑
i=1

m

∑
j=1

∫
M

ρjσiω

=
l

∑
i=1

∫
M

(
m

∑
j=1

ρj

)
σiω =

l

∑
i=1

∫
M

σiω =
∫

M
ω,

where the final equality is by our second choice. �

We shall now provide a basic version of Stokes’ Theorem.

¯Theorem 68 (Stokes’ Theorem (First Version))

Suppose M is a compact and oriented k-dimensional submanifold of Rn,

and ω ∈ Ωk−1(M) and dω ∈ Ωk(M), then∫
M

dω = 0.

We will prove a result more general than the above.

More generally, if M is a k-dimensional, compact, and oriented

submanifold, with boundary, then ∂M (the boundary) is a compact,

oriented (k− 1)-dimensional submanifold, such that∫
M

∂M =
∫

∂M
ω.

28.2 Submanifolds with Boundary

# Definition 82 (Half Space)

We define the half space of Rn as

Hn :=
{

x ∈ Rn : x1 ≤ 0
}

.
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Ã Note 28.2.1

The half space is closed but unbounded.

# Definition 83 (Boundary of the Half Space)

We define the boundary of the half space as

∂Hn :=
{

x ∈ Rn : x1 = 0
}
' Rn−1.

# Definition 84 (Open Subset in a Half Space)

A subset A of Hn is said to be open in Hn if A = U ∩Hn where

U ⊆ Rn is open.

Ã Note 28.2.2

A subset A which is open in Hn may or may not be open in Rn.

� Lemma 69 (Characterization of Open Sets in a Half Space)

Let A, B ⊆ Hn. If A ⊆ Rn is open, then A is open in Hn. Suppose

B ∩ ∂Hn = ∅. If B is open in Hn, then B is open in Rn.

´ Proof

We have that A is open in Rn and contained in Hn. Then we sim-

ply need to take U = A ⊆ Rn. Thus A = A ∩Hn is open in

Hn.

Suppose B ∩ ∂Hn = ∅, and let B be open in Hn. By definition,

∃U ⊆ Rn open such that B = U ∩Hn. Let W = Hn \ ∂Hn =
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{
x ∈ Rn : x1 < 0

}
, which is open in Rn. Then B ∩ ∂Hn = ∅ =⇒

B ⊆ W and so B = U ∩W, which is an intersection of open sets in

Rn. Thus B is open in Rn. �

# Definition 85 (Interior point in the Half Space)

Let A ⊆ Hn be open in Hn. Then p ∈ A is called a interior point of A

if p /∈ ∂Hn 4. 4 We have that ∃ε > 0 such that
B(p, ε) ⊆ A.

# Definition 86 (Boundary point in the Half Space)

Let A ⊆ Hn be open in Hn. Then p ∈ A is called an boundary point of

A if p ∈ ∂Hn 5. 5 In this case, we have that ∀ε > 0 such
that B(p, ε) ( A.

# Definition 87 (Smooth functions in the Half Space)

Let A ⊆ Hn be open in Hn, f : A → Hn and p ∈ A. We say that

f is smooth at p if ∃ an open neighbourhood U ⊆ Rn of p and a map

f̃ : U → Rn such that

1. f �U∩A= f̃ �U∩A and

2. f̃ is smooth at p.

Remark 28.2.1

1. If p is an interior point of A, then this agrees with the usual definition

of smoothness because we can just talk about U = B(p, ε) ⊆ A, and

f̃ = f �U . So if f is smooth at p, we define

(D f )p := (D f̃ )p. a

Claim (D f )p is well-defined, i.e. independent of the choice of f̃ .
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# Definition 88 (Submanifold with Boundary)

Let M ⊆ Rn. We say that M is a k-dimensional submanifold with

boundary of Rn if there exists a cover of M by subsets {Vα : α ∈ A} and

a collection of subsets {Uα : α ∈ A} ⊆ P(Hk), each Uα open in Hk, and

maps ϕα : Uα → Rn, such that each

1. ϕα is a homeomorphism of Uα onto ϕα(Uα) = Vα ∩M, and

2. ϕα is a smooth immersion.



29 Y Lecture 29 Mar 25th

29.1 Submanifold with Boundary (Continued)

We saw that a k-dimensional submanifold with boundary is a collec-

tion of overlapping pieces , each homeomorphic to an open set in

Hk.

Suppose ϕα(Aα) ∩ ϕb(Aβ) 6= ∅. We define the transition map

ϕβα : ϕ−1
α (ϕα(Aα) ∩ ϕβ(Aβ))→ ϕ−1

β (ϕα(Aα) ∩ ϕβ(Aβ))

by

ϕβα = ϕ−1
β ◦ ϕα.

This is the same definition as # Definition 59, but this time, our

open sets come from Hk.

We still have 7 Proposition 42, i.e. transition maps are diffeomor-

phisms, and the same proof can be applied.

Remark 29.1.1

Using the local parameterizations ϕα for a submanifold with boundary M,

and the fact that transition maps are diffeomorphisms, we can now define

• smooth functions on M,

• smooth curves on M,

• smooth vector fields on M,

• smooth differential forms (r-forms) on M for 0 ≤ r ≤ k,

• orientations and orientability,
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• partitions of unity, and

• integration of smooth k-forms if M is oriented and compact,

all exactly as before. The only difference is that we replace open set in Rk by

open sets in Hk. a

Remark 29.1.2

If all the Aα’s are actually open in Rk, then M is a k-dimensional submani-

fold in the previous sense. a

So we defined what a submanifold with boundary is, but what

exactly is a boundary?

# Definition 89 (Boundary Point on a Submanifold)

Let M be a k-dimensional submanifol with boundary. A point p ∈ M

is called a boundary point of M if there exists a local parameterization

ϕα : Aα → M with p ∈ ϕα(Aα) such that ϕ−1
α (p) ∈ ∂Hk.

Of course, we can ask ourselves if the above definition is well-

defined. That is, can there be a ϕβ such that ϕ−1
β (p) is not on ∂Aβ?

7 Proposition 70 (Well-definedness of the Boundary of a Mani-

fold)

Let M be a k-dimensional submanifold with boundary of Rn. Let p ∈
Vα ∩M. If ϕ−1

α (p) is a boundary point of Uα , then ϕβ(p) is a boundary

point of Uβ for all β ∈ A such that Vα ∩ Vα ∩M = ∅. That is, being a

boundary point of M is independent of local parametrization.

´ Proof

Suppose not. Let uα = ϕ−1
α (p) ∈ ∂Hk so that uα is a boundary

point of Aα, and suppose there exists ϕβ a parameterization such

that uβ = ϕ−1
β (p) /∈ ∂Hk, i.e. uβ is an interior point of Aβ.
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Now the transition map

ϕαβ = ϕ−1
α ◦ ϕβ

is a diffeomorphism between the opens subsets of Hk that takes uβ

to ϕαβ(uβ) = uα. Since uβ is an interior point of Aβ, there exists an

open set W ⊆ Rk such that uβ ∈ W in the domain of ϕαβ. Then

W ∩ ∂Hk = ∅. In all honesty, I do not like this proof,
because ϕα has a fixed domain and
that is a subset of Hk , and so the
diffeomorphism should not be able to
map to some set that is outside of Hk

in the first place. Also, after showing
that ϕαβ(W̃) ⊆ Rk is open, should it not
follow by Lemma 69 that ϕαβ is open
in Hk? It can sit on Hk and include
the boundary and remain an open set.
Unless if I am making a huge confusion
over a subtle point that is going on
here, I don’t think I can agree with this
proof.

That said, if we may assume the
invariance of the domain, then there is
a more mathematically intuitive proof
to this proposition.

Restrict the diffeomorphism ϕαβ to W, and so (D ϕαβ)uβ
is in-

vertble. By the inverse function theorem, ∃W̃ ⊆ W open in Rk,

with uα ∈ W̃ such that ϕαβ maps W̃ diffeomorphically onto

ϕαβ(W), which is an open set in Rk. Thus

uα = ϕαβ(uβ) ∈ ϕαβ(W) ⊆ Rk open.

So ∃Y ⊆ Rk open, with uβ ∈ Y ⊆ ϕαβ(W̃) ⊆ ϕαβ(W) ⊆ Aα. Thus

there exists points in Aα with u1 > 0, which is impossible since we

are in Hk. �

# Definition 90 (Boundary of a Submanifold)

Let M be a k-dimensional submanifold with boundary. The boundary of

M is denoted ∂M and is the subset of M consisting of all boundary points

of M.

Ã Note 29.1.1

A submanifold M with boundary is an ordinary submanifold (i.e. sub-

manifold without boundary) iff ∂M = ∅.

7 Proposition 71 (Dimension of the Boundary of a Submani-

fold)

Let M be a k-dimensional submanifold with boundary. Suppose ∂M 6= ∅.

Then ∂M is a (k − 1)-dimensional submanifold without boundary, i.e.
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∂(∂M) = ∅.

´ Proof

We need to find a cover of ∂M by local parameterizations whose

domains are open sets in Rk−1.

Let p ∈ ∂M ⊆ M, and M is a manifold with boundary, there

exists a local parameterization ϕ of M such that ϕ : A→ Rn, where

A is open in Hk, with p ∈ ϕ(A). Let ϕ̂ be the restriction of ϕ to

A ∩ (∂Hk).

Let Â = A ∩ (∂Hk). Note that Â 6= 0 since ϕ−1(p) ∈ Â. Indeed

Â is open in ∂Hk ' Rk−1 1. Let 1 Note that ∂Hk ' Rk−1 by the map

(0, x2, . . . , xk) 7→ (x2, . . . , xk).

It is easy to verify that the above is a
homeomorphism.

ϕ̂(p) = (0, u2, . . . , uk) ∈ (∂Hk) ∩ A,

and

û = (u2, . . . , uk) ∈ Â.

Then

ϕ̂(û) = p ∈ ∂M.

We need to show that ϕ̂ : Â → Rn is a parameterization of ∂M, i.e.

smooth immersion and a homeomorphism onto its image.

Since ϕ is smooth at v ∈ A ∩ ∂Hk, we have that ϕ̂ is smooth at

v̂ ∈ Â. The Jacobian is thus

(D ϕ̂)û =


∂ϕ1

∂u2

∣∣∣
û

. . . ∂ϕ1

∂uk

∣∣∣
û

...
...

∂ϕn

∂u2

∣∣∣
û

. . . ∂ϕn

∂uk

∣∣∣
û

 .

Since ϕ is an immersion, the columns of (D ϕ)û are linearly inde-

pendent, so columns are (D ϕ̂)û are still linearly independent (cf.

alternative definition of immersion), hence ϕ̂ is an immersion.

So ϕ̂ is continuous because it is the restriction of a continuous

map. Thus

(ϕ̂)−1 : ϕ̂(Â)→ Â
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is the restriction of ϕ−1 to ϕ(Â), and so it is also continuous. Thus

ϕ̂ is a homeomorphism onto its image. Thus ϕ̂ is a local parameter-

ization for ∂M. �
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30.1 Submanifold with Boundary (Continued 2)

7 Proposition 72 (Oriented Manifolds with Boundary has an

Oriented Boundary)

Let M be a k-dimensional submanifold with boundary. Suppose that M is

oriented. Then there is an induced orientation on the boundary ∂M.

We shall use Note 27.1.2 to prove this.

´ Proof

Let {ϕα : Uα → Rn}α∈A be a cover of M, where each Uα is open

in Hk. Since M is oriented, by 7 Proposition 60, we have that

det(D ϕβα) > 0 for all α, β ∈ A. By 7 Proposition 72, we know that

this induces a cover {ϕ̂α : Ûα → Rn} on ∂M. It suffices to show

that given any α, β ∈ A, det(D ϕ̂βα) > 0.

By 7 Proposition 70, the transition map ϕβα : ϕ−1
α (Vα ∩ Vβ ∩

∂M) → ϕ−1
β (Vα ∩ Vβ ∩ ∂M) is bijective. In particular, uα ∈ Uα,

where u1
α = 0 is brought to uβ = ϕβα(uα) ∈ Uβ, where u1

β = 0.

Thus, at any point ûα = (0, u2
α, . . . , uk

α), we have that
∂u1

β

∂uj
α

∣∣∣
ûα

= 0

for j > 1, and

∂u1
β

∂u1
α

∣∣∣
ûα

= lim
t→0−

u1
β(t, u2

α, . . . , uk
α)− u1

β(0, u2
α, . . . , uk

α)

t

= lim
t→0−

u1
β(t, 0, . . . , 0)

t
≥ 0,
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since u1
β ≤ 0 as t→ 0−. By expanding the determinant det(D ϕβα)ûα

along the first row, we have that

det(D ϕβα) =
∂u1

β

∂u1
α

∣∣∣
ûα

det(D ϕ̂βα)ûα .

Since LHS > 0 by hypothesis and
∂u1

β

∂u1
α

∣∣∣
ûα

> 0, we have that

det(D ϕ̂βα)ûα > 0,

which is what we want to show. �

The converse of the above is not true.

Example 30.1.1

Figure 30.1: Boundary of a Möbius strip

The Möbius strip is an example of a non-orientable submanifold

whose boundary, which is just a circle, is orientable. ¥

30.2 Stokes’ Theorem

First, note that if M is a compact oriented k-dimensional submanifold

with boundary, of Rn, then since its boundary is a closed subset, ∂M

is a compact oriented (cf. 7 Proposition 72) (k − 1)-dimensional

submanifold of Rn (cf. 7 Proposition 71).

� Lemma 73 (Inclusion Map as a Smooth Map between Sub-

manifolds)

Let ι : ∂M → M be the inclusion map of the boundary ∂M to M. Then ι

is a smooth map between manifolds.
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´ Proof

We have actually showed this before, indirectly so. This follows

from the fact that

ϕ−1
j ◦ ι ◦ ϕ̂j(u2, . . . , uk) = (0, u2, . . . , uk),

which is, as mentioned before, smooth. �

¯Theorem 74 (Stokes’ Theorem)

Let ω ∈ Ωk−1(M). Then dω ∈ Ωk(M). Let ι : ∂M → M be the

inclusion map. Then ∫
M

dω =
∫

∂M
ι∗ω.

´ Proof

By our definitions, the two sides do not have much resemblance,

despite seemingly symbolically sensible. We shall try to derive

from both sides and make the two meet in between.

Let’s first set things up. Let {ϕα : Uα → Vα ∩ M}α∈A be a

covering of M, with {ϕi : Ui → Vi ∩M}m
i=1 being the finite covering

of M since M is compact (we shall assume this in this course). Let

{ρi : M → R}m
i=1 be the partition of unity subordinate to this cover.

Then let {ϕ̂i : Ûi → V̂i ∩ ∂M} be the induced paramterization from

M (cf. 7 Proposition 71). Now let ω ∈ Ωk−1(M).
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From the LHS, we have

∫
M

dω =
∫

M
d

(
m

∑
i=1

ρiω

)
=
∫

M

m

∑
i=1

d(ρiω) ∵ linearity of d

=
m

∑
i=1

∫
M

d(ρiω) =
m

∑
i=1

∫
ϕi(Ui)

d(ρiω) ∵ ρi = 0 in M \ ϕi(Ui)

=
m

∑
i=1

∫
Ui

ϕ∗i d(ρiω) ∵ definition of integral

=
m

∑
i=1

∫
Ui

dϕ∗i ρiω ∵ dϕ∗i = ϕ∗i d

From the RHS, since ι fixes ∂M, we have

∫
∂M

ι∗ω =
∫

∂M

m

∑
i=1

ρiι
∗ω =

∫
∂M

m

∑
i=1

ι∗ρiω

=
m

∑
i=1

∫
∂M

ι∗ρiω =
m

∑
i=1

∫
ϕ̂i(Ûi)

ι∗ρiω

=
m

∑
i=1

∫
Ûi

ϕ̂∗i (ι
∗ρiω)

=
m

∑
i=1

∫
Ûi

(ι ◦ ϕ̂i)
∗ρiω

=
m

∑
i=1

∫
Ûi

ϕ̂iρiω ∵ i ◦ ϕ̂i = ϕ̂i.

It is clear that the proof would be complete if we can show that∫
Ui

dϕ∗i ρiω =
∫

Ûi

ϕ̂∗i ρiω

for all i. Recall that Ûi = Ui ∩ ∂Hk. Note that ρiω is a smooth form

that is compactly support on ρi(Ui)
1 Therefore, it suffices to show 1 Recall that ρi is defined such that

ρi(p) =
ζi(p)

∑m
i=1 ζi(p)

where

ζi(p) =

{
χ(ϕ−1

i (p)) p ∈ ρi(Ui)

0 p ∈ M \ ρi(Ui)
.

that ∫
U

dϕ∗η =
∫

Û
ϕ̂∗η. (30.1)

�

for any parameterization ϕ : U → Rn of M, and any η ∈ Ωk(ϕ(U))

such that supp η ⊆ ϕ(U).

We shall continue this proof in the next lecture.
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31.1 Stokes’ Theorem (Continued)

´ Proof (Stokes’ Theorem (Continued))

Let us write

Ωk(U) 3 ϕ∗η =
k

∑
i=1

(−1)i−1hi du1 ∧ . . . ∧ ˆdui ∧ . . . ∧ duk, (31.1)

where the (−1)i−1 instead of (−1)k−1 for convenience 1, and hi ∈ 1 What in the world allowed us to
make such a claim?

C∞(U) has compact support in ϕ(U). Now note that ϕ̂ = ϕ ◦ ,

where  : Rk−1 → Rk is the smooth map

(u2, . . . , uk) = (−0, u2, . . . , uk).

Thus we have that ϕ̂∗ = ∗ϕ∗. In particular, ∗ dui = dui for i > 1,

and ∗ du1 = 0. By taking ∗ on Equation (31.1), we have

ϕ̂∗η = ∗ ϕ̂η

= ∗
(

k

∑
i=1

(−1)i−1hi du1 ∧ . . . ˆdui ∧ . . . ∧ duk

)
= ∗(h1 du2 ∧ . . . ∧ duk)

= ĥ1 du2 ∧ . . . ∧ duk, (†)

where ĥ1 = ∗h1. That is, we have

ĥ1(u2, . . . , uk) = h1(0, u2, . . . , uk).
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Now taking d of Equation (31.1), we have

d(ϕ∗η) =
k

∑
i=1

(−1)i−1

(
k

∑
l=1

∂hi

∂ul dul

)
∧ du1 ∧ . . . ∧ ˆdui ∧ . . . ∧ duk

=
k

∑
i=1

(−1)i−1 ∂hi

∂ui dui ∧ du1 ∧ . . . ∧ ˆdui ∧ . . . ∧ duk

=

(
k

∑
i=1

∂hi

∂ui

)
du1 ∧ . . . ∧ duk. (*)

We are now ready to take on what we want to show.

Case 1 Suppose U is open in Rk, with U ∩ ∂Hk = ∅ and supp(hi)

is compact. So there exists a box K = [a1, b1] × . . . × [ak, bk] be

a box in Rk that completely contains supp hi in its interior. Now

extend each of the hi by zero to a smooth function on Rk. Using

Equation (*), we have that the LHS of Equation (30.1) is

∫
U

dϕ∗η =
∫

U

(
k

∑
i=1

∂hi

∂ui du1 ∧ . . . ∧ duk

)

=
k

∑
i=1

∫
A

∂hi

∂ui du1 . . . duk

=
k

∑
i=1

∫ b1

a1
. . .
∫ bk

ak

∂hi

∂ui du1 . . . duk.

By Fubini’s Theorem, we can integrate in any order. For the ith

integral, integrate first wrt ui. Then by the Fundamental Theorem

of Calculus, we have

∫ bi

ai

∂hi

∂ui dui

= hi(u1, . . . , ui−1, bi, ui+1, . . . , uk)− hi(u1, . . . , ui−1, ai, ui+1, . . . , uk)

= 0− 0 = 0,

since hi is supported inside the interior of K. Thus all the integrals

above are zero, i.e. the LHS of what we want is zero in this case.

On the other hand, since U is an open set in Rk, we have that

U ∩ ∂Hk = ∅, so supp h1 ⊆ U does not intersect ∂Hk. Thus

h1 = j∗h1 = 0. By Equation (†) and the fact that K ∩ ∂Hk =
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[a2, b2]× . . .× [ak, bk], we have∫
U

ϕ̂∗η =
∫

K∩∂Hk
ϕ̂∗η =

∫
K∩∂Hk

h1 du2 ∧ . . . ∧ duk

=
∫ b2

a2
. . .
∫ bk

ak
ĥi du2 . . . duk = 0.

This completes Case 1.

Case 2 Suppose U is not open in Rk. Then U ∩ ∂Hk 6= ∅. This

time, let

K = [a1, 0]× [a2, b2]× . . .× [ak, bk]

be a box in Hk such that supp hi is contained in the union of the

interior of K with ∂Hk. Once again, extend each hi by zero to a

smooth function on Hk. Using Equation (*), we have∫
U

d(ϕ∗η) =
∫

K
d(ϕ∗η)

=
∫

K

k

∑
i=1

(
∂hi

∂ui

)
du1 ∧ . . . ∧ duk

=
∫ 0

a1

∫ b2

a2
. . .
∫ bk

ak

(
k

∑
i=1

∂hi

∂ui

)
du1 . . . duk

=
k

∑
i=1

∫ 0

a1

∫ b2

a2
. . .
∫ bk

ak

∂hi

∂ui du1 . . . duk.

Since the hi’s are smooth, we can apply Fubini’s Theorem and

integrate in any order we want. For the ith integral, integrate first

wrt ui. If i > 1, then by the Fundamental Theorem of Calculus, we

have ∫ 0

a1

∂h1

∂u1 du1

= h1(0, u2, . . . , uk)− h1(a1, . . . , uk)

= ĥ1(u2, . . . , uk)− 0

= ĥ1(u2, . . . , uk).

Thus we have that the LHS of our desired equation is

∫
U

d(ϕ∗η) =
∫ b2

a2
. . .
∫ bk

ak
ĥ1 du2 . . . duk.

By Equation (*) and the fact that K ∩ dHk = [a2, b2]× . . .× [ak, bk],
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we have that ∫
Û

ϕ̂∗η =
∫

K∩∂Hk
ϕ̂∗η

=
∫

K∩∂Hk
h1 du2 ∧ . . . ∧ duk

=
∫ b2

a2
. . .
∫ bk

ak
ĥ1 du2 . . . duk,

thus the RHS of Equation (30.1) agree with the LHS in this case as

well. �

Remark 31.1.1

In the special case when ∂M = ∅, Stokes’ Theorem says that∫
M

dω = 0. a

Remark 31.1.2

We saw that the proof reduces to using the Fundamental Theorem of

Calculus (FTC). In fact, the FTC is a special case of Stokes’ Theorem.

What is a 0-dimensional submanifold? Locally, it ‘looks like’ open sets in

R0 = {0}. So a 0-dimensional submanifold of Rn is a collection of points

in Rn. If M is 0-dimensional and compact, then it is a finite set of (distinct)

points.

An orientation on 0-dimensional V = {0} is simply a choice of sign.

Hence a compact 0-dimensional submanifold on Rn is a finite set of points

{p1, . . . , pm} with sign ±1 attached to each point. Let M = {p1, . . . , pk}
be a oriented, compact, 0-dimensional submanifold of Rn.

Consider Ω0(M) = C∞(M) = { f : {p1, . . . , pk} → R}. Then for every

f ∈ Ω0(M), ∫
M

f =
m

∑
j=1
± f (pj),

where ± corresponds to the choice of the orientation.

Let M = [a, b] be a closed and bounded interval. Then M is a compact,

oriented, 1-dimensional submanifold of R1. Let f ∈ C∞([a, b]). Then
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d f = d f
dt dt ∈ Ω1(M). Then Stokes’ Theorem says that∫

M
d f =

∫
∂M

f = (+1) f (b) + (−1) f (a) a
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32.1 More Linear Algebra

32.1.1 Hodge Star Operators

# Definition 91 (Inner Product)

Let V be n-dimensional real vector space. An inner product on the space

V is a function

〈·, ·〉 : V ×V → R

such that

1. (bilinearity) 〈v, w〉 is linear in v and linear in w;

2. (symmetry) 〈v, w〉 = 〈w, v〉 ; and

3. (positive definite) 〈v, v〉 ≥ 0 and 〈v, v〉 = 0 ⇐⇒ v = 0.

Recall from A5Q8 that in a vector space V endowed with an inner

product, we get an induced inner product on Λk(V), for 1 ≤ k ≤ n,

given by

〈v1 ∧ . . . ∧ vk, w1 ∧ . . . ∧ wk〉 = det(〈vi, wj〉).

When k = 0, then Λ0(V) = R, where our inner product will just be

good ol’ regular dot product.

Ã Note 32.1.1

To define the Hodge Star operator on an n-dimensional vector space, we
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require a non-vanishing n-form. Note that we may pick µ ∈ Λn(V) such

that µ 6= 0 and especially that |µ| = 1, since we may just rescale µ by a

positive factor.

# Definition 92 (Hodge Star Operator)

Let 0 6= µ ∈ Λn(V) where V is an n-dimensional real vector space. Let

α ∈ Λk(V), where k ≤ n. The Hodge Star Operator ∗ is a map

∗ : Λk(V)→ Λn−k(V),

such that is satisfies the equation

〈∗α, β〉µ = α ∧ β (32.1)

for all β ∈ Λn−k(V).

Ã Note 32.1.2

The definition above does not provide an explicit formula for ∗.

• we will try to play around with it in this section to figure out what the

Hodge Star operator really does.

Ã Note 32.1.3

So we defined the Hodge Star operator to satisfy Equation (32.1). Let’s

study the equation for a little bit. let β be arbitrary. The different parts of

the equation is broken down as in Figure 32.1.

We see that ∗α ∈ Λn−k(V) needs to be tailored to the choice of β,

which suggests that ∗α is uniquely determined by β.

7 Proposition 75 (∗ is linear)
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Figure 32.1: Breaking down the criteria
for the Hodge Star operator

∗ is linear.

´ Proof

Let α1, α2 ∈ Λk(V) and s ∈ R. Then for any β ∈ Λn−k(V), we have

〈∗(sα1 + α2), β〉 = (sα1 + α2) ∧ β

= sα1 ∧ β + α2 ∧ β

= s〈∗α1, β〉+ 〈∗α2, β〉. �

7 Proposition 76 (∗ is an isomorphism)

∗ is an isomorphism.

´ Proof

Suppose ∗α = 0 ∈ Λn−k(V). We have α ∧ β = 0 for all β, which

means α = 0. Notice that

dim(Λk(V)) =

(
n
k

)
=

(
n

n− k

)
= dim(Λn−k(V)).

With Rank-Nullity, the proof is complete. �
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Let’s look at ∗ in terms of orthonormal basis. Let e1, . . . , en be an

orthonormal basis of V (this exists by Gram-Schmidt). By A5Q8, we

know that

ei1 ∧ . . . ∧ eik , for 1 ≤ i1 < i2 < . . . < ik ≤ n

is an othonormal basis for Λk(V). Then let

µ = e1 ∧ . . . ∧ en,

which has length one and represent the orientation induced by

{e1, . . . , en}.

Let I = (i1, i2, . . . , ik) be a strictly-increasing multi-index. Then for

ei1 ∧ . . . ∧ eik ∈ Λk(V), we have that

∗(e1i ∧ . . . ∧ eik ) = ∑
J

cJej1 ∧ . . . ∧ ejn−k ,

where J is a strictly-increasing multi-index of length n− k. Then

〈∗(ei1 ∧ . . . ∧ eik ), el1 ∧ . . . ∧ eln−k
〉µ

= ei1 ∧ eik ∧ el1 ∧ . . . ∧ eln−k
,

where L is some strictly-increasing multi-index.

Note

〈∗(ei1 ∧ . . . ∧ eik ), el1 ∧ . . . ∧ eln−k
〉 = CLµ,

for some CL ∈ R. We can work out what CL is.

Let Î be the complementary 1 multi-index of I. 1 For example, if I = (1, 3, 5) in n = 5,
then Î = (2, 4).

Then CL = 0 unless L = Î. Then

CÎµ = ei1 ∧ . . . ∧ el1 ∧ . . . ∧ eln−k
= ±µ,

where ± is due to skew-symmetry.

Therefore, we have that

∗(ei1 ∧ . . . ∧ eik ) = cel1 ∧ . . . ∧ eln−k
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when L = Î, such that

±µ = ei1 ∧ . . . ∧ eik ∧ el1 ∧ . . . eln−k
.

Ã Note 32.1.4

This tells us quite a bit about ∗, especially since ∗ is linear.

Example 32.1.1

When n = 3, let e1, e2, e3 be an oriented basis of V. Then let µ =

e1 ∧ e2 ∧ e3. Then

〈∗e1, e2 ∧ e3〉µ = e1 ∧ e2 ∧ e3 = µ

Thus 〈∗e1, e2 ∧ e3〉 = 1.

Let’s consider one of the possibilities: if ∗e1 = ce1 ∧ e2, then the

matrix of the determinant of the inner product of forms looks like

c

〈e1, e2〉 〈e1, e3〉
〈e2, e2〉 〈e2, e3〉

 = c

0 0

1 0

 ,

which has determinant 0. We notice that this will always happen

in ∗e1 has a e1 term in the 2-form. Also, it is rather clear from our

previous observation and here that c = ±1.

So it must be that ∗e1 = ±e2 ∧ e3. However, if ∗e1 = −e2 ∧ e3, then

we have 〈−e2, e2〉 〈−e2, e3〉
〈e3, e2〉 〈e3, e3〉

 =

−1 0

0 1

 ,

which has determinant −1.

It follows that we must therefore have

∗e1 = e2 ∧ e3.
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Through similar steps, we can derive

∗e2 = e3 ∧ e1 = −e1 ∧ e3

and

∗e3 = e1 ∧ e2. ¥

Example 32.1.2

We shall use the same setup as above, except now we consider ∗ :

Λ2(V)→ Λ1(V). Then for instance, we have

〈∗(e1 ∧ e2), e3〉µ = e1 ∧ e2 ∧ e3,

and so

〈∗(e1 ∧ e2), e3〉 = 1,

but that can only happen when

∗(e1 ∧ e2) = e3.

Note that by the bilinearity of the inner product, and linearity of ∗,
we have

〈∗(e2 ∧ e1),−e3〉 = −1 =⇒ ∗(e2 ∧ e1) = −e3.

Using the same methods, we can calculate

∗(e2 ∧ e3) = e1 and

∗(e3 ∧ e1) = e2. ¥

Ã Note 32.1.5

• Note that ∗1 = µ and ∗µ = 1, for any dimension.

• By 7 Proposition 76.

Λk(V)
∗→∼= Λn−k(V)

∗→∼= Λk(V).
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7 Proposition 77 (∗2 = (−1)k(n−k))

Let ∗1 : Λk(V) → Λn−k(V) and ∗2 : Λn−k(V) → Λn−(n−k)(V) =

Λk(V). Then

∗2 ◦ ∗1 = (−1)k(n−k) = ∗1 ◦ x2.

Lazily so, we shall usually write

∗2 = (−1)k(n−k),

which is an abuse of notation.

´ Proof

Suppose

∗1(ei1 ∧ . . . ∧ eik ) = cej1 ∧ . . . ∧ ejn−k

and so we have

ei1 ∧ . . . ∧ eik ∧ ej1 ∧ . . . ∧ ejn−k = 〈∗1(ei1 ∧ . . . ∧ eik ), ej1 ∧ . . . ∧ ejn−k 〉µ

= 〈cej1 ∧ . . . ∧ ejn−k , ej1 ∧ . . . ∧ ejn−k 〉µ

= c〈ej1 ∧ . . . ∧ ejn−k , ej1 ∧ . . . ∧ ejn−k 〉µ

= cµ.

Similarly, if we consider

∗2(ej1 ∧ . . . ∧ ejn−k ) = ei1 ∧ . . . ∧ eik ,

then we get

bµ = ej1 ∧ . . . ∧ ejn−k ∧ ei1 ∧ . . . ∧ eik

= (−1)k(n−k)ei1 ∧ . . . ∧ eik ∧ ej1 ∧ . . . ∧ ejn−k

In particular, note that

∗2(∗1(ei1 ∧ . . . ∧ eik )) = ∗2(ej1 ∧ . . . ∧ ejn−k ) = bc(ei1 ∧ . . . ∧ eik ).
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Therefore, we have

(−1)k(n−k)ei1 ∧ . . . eik ∧ ej1 ∧ . . . ∧ ejn−k

= 〈∗2(∗1(ei1 ∧ . . . ∧ eik ), ei1 ∧ . . . ∧ eik )〉µ = bcµ.

It thus follows that

∗2 ◦ ∗1 = bc = (−1)k(n−k).

We can do almost exactly the same thing for ∗1 ◦ ∗2. �

Example 32.1.3

We have already seen an example of the above proposition. Recall

that in the last two examples, we showed that

∗(e1) = e2 ∧ e3 ∗ (e2 ∧ e3) = e1

∗(e2) = −e1 ∧ e3 and ∗ (e3 ∧ e1) = e2

∗(e3) = e1 ∧ e2 ∗ (e1 ∧ e2) = e3. ¥

Ã Note 32.1.6

From 7 Proposition 77, we have

∗2 = (−1)k(n−k) = (−1)nk−k2
.

• If n is odd, then

– if k is odd, then nk and k2 are both odd, and so nk − k2 is even.

Thus

∗2 = +1.

– if k is even, then nk and k2 are both even, and so is nk− k2. Thus

∗2 = +1.

• If n is even, then

– if k is odd, then nk is even and k2 is odd, and so nk − k2 is odd.
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Thus

∗2 = −1.

– if k is even, then nk and k2 are both even, and so is nk− k2. Thus

∗2 = +1.

In conclusion, we have that if n is odd, then ∗2 = +1, but when n is

even, then

∗2 = (−1)k.

# Definition 93 (Isometry)

A map ϕ : X → Y is called an isometry if

〈ϕ(x1), ϕ(x2)〉 = 〈x1, x2〉.

7 Proposition 78 (∗ is an isometry)

∗ is an isometry, i.e.

〈∗α, ∗γ〉 = 〈α, γ〉

for all α, γ ∈ Λk(V).

´ Proof

Let α ∈ Λk(V) and β ∈ Λn−k(V). Then

〈∗α, β〉µ = α ∧ β = (−1)k(n−k)β ∧ α

= (−1)k(n−k)〈∗β, α〉µ

= (−1)k(n−k)〈α, ∗β〉µ.

So

〈∗α, β〉 = (−1)k(n−k)〈α, ∗β〉

in R.
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If β = ∗γ for some γ ∈ Λk(V). Then

〈∗α, β〉 = (−1)k(n−k)〈α, ∗2γ〉 = (−1)2k(n−k)〈α, γ〉.

Since 2k(n− k) is even, we have that

〈∗α, ∗γ〉 = 〈α, γ〉. �

The following is more common as the definition of the Hodge star

in the literature.

�Corollary 79 (Alternative Definition of the Hodge Star Opera-

tor)

∀α, γ ∈ Λk(V), we have

〈α, γ〉µ = α ∧ ∗γ.

´ Proof

Let β = ∗γ for some unique γ, then

〈∗α, β〉µ = α ∧ β

and

〈∗α, ∗γ〉µ = α ∧ ∗γ = 〈α, γ〉µ. �

32.2 Physical and Geometric Interpretations of Stokes’ Theorem

32.2.1 Inner product on the Tangent Space of a Submanifold

Let’s put all these on submanifolds of Rn. On Rn, we have the stan-

dard inner product:

〈x, y〉 =
n

∑
i=1

xiyi.
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This induces an inner product on each tangent space to Rn via the

canonical isomorphism.

Explicitly, if Xp = ai ∂
∂xi

∣∣∣
p

and Yp = bi ∂
∂xi

∣∣∣
p

then

〈Xp, Yp〉 =
n

∑
i=1

aibi,

ie. {
∂

∂x1

∣∣∣
p
, . . . ,

∂

∂xn

∣∣∣
p

}
is an orthonormal basis of TpRn.

Let M be a k-dimensional submanifold of Rn. Then

Tp M ⊆ TpRn.

The restriction of 〈·, ·〉 to Tp M is an inner product on Tp M.

Now if M is oriented, then Tp M has an orientation and an inner

product. Furhtermore, from A6Q6, we know that

TpRn = Tp M⊕ Np M,

where Np M denotes the orthogonal complement of Tp M, which is

called the normal space at p of M. Np M is a (n − k)-dimensional

vector space.
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33.1 Physical and Geometric Interpretations of Stokes’ Theorem (Con-

tinued)

33.1.1 Volume Form

# Definition 94 (Volume Form)

Suppose M is oriented. Then we can choose an oriented orthonormal

basis {e1, . . . , ek} of Tp M. Then the dual basis is also oriented and or-

thonormal.

This gives us a preferred orientation form µ ∈ Ωk(M) such that at

any p ∈ M, we have

µp = e1 ∧ . . . ∧ ek,

which we call the volume form. 1 1 A volume form is sort of like a higher-
dimensional way of naming a "volume".

Ã Note 33.1.1

Note that µ is the unique smooth k-form on M such that

µ(e1, . . . , ek) = +1

whenever {e1, . . . , ek} is an oriented orthonormal basis of Tp M.
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The reason why we call such an µ a volume form is as follows.

Ã Note 33.1.2

Let M be compact and oriented, and µ the volume form of M. Then∫
M

µ = volume of M.

• If M is 1-dimensional, then the above measures “length”;

• if M is 2-dimensional, then the above measures “area”; and

• if M is 3-dimensional, then the above measures “volume”,

etc.

Example 33.1.1

Example incomplete. Source notes don’t make sense.

Consider a circle with radius R in R2, centered on the origin. ¥

33.1.2 Musical Isomorphisms

Recall that from A5Q7, we saw that

] : V → V∗

is an isomorphism determined by the inner product defined by

(](v))(w) = 〈v, w〉,

for any v, w ∈ Tp M. We shall write this operation as v].

We also had the operation

[ = ]−1 : V∗ → V,

which is also an isomorphism as shown on the same assignment

problem. We shall write this operation as v[.
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# Definition 95 (Metric dual 1-form)

Given a smooth vector field X on M, we get a “metric dual” 1-form X]

on M defined by

X](Y) = 〈X, Y〉,

for any Y ∈ Γ(TM).

# Definition 96 (Metric dual vector field)

Given a smooth 1-form α on M, we get a “metric dual” vector field α[

on M defined by

β(α[) = 〈α, β〉,

for any β ∈ Ω1(M).

# Definition 97 (Local Frame)

Given a set of smooth basis vectors A = {e1, . . . , ek} ⊆ Γ(V ∩M), where

V is an open set Rn and M is a k-dimensional submanifold, we call A a

local frame on M if {
e1

∣∣∣
p
, . . . , ek

∣∣∣
p

}
is a basis of Tp M for all p ∈ V ∩M.

Let {e1, . . . , ek} be a local frame for M, defined on some open

V ⊆ Rn. Then let

gij = 〈ei, ej〉 ∈ C∞(V ∩M).
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A.1 Rank-Nullity Theorem

# Definition A.1 (Kernel and Image)

Let V and W be vector spaces, and let T ∈ L(V, W). The kernel (or null

space) of T is defined as

ker(T) := {v ∈ V | Tv = 0} ,

i.e. the set of vectors in V such that they are mapped to 0 under T.

The image (or range) of T is defined as

Img(T) = {Tv | v ∈ V} ,

that is the set of all images of vectors of V under T.

It can be shown that for a linear map T ∈ L(V, W), ker(T) and

Img(T) are subspaces of V and W, respectively. As such, we can

define the following:

# Definition A.2 (Rank and Nullity)

Let V, W be vector spaces, and let T ∈ L(V, W). If ker(T) and Img(T)

are finite-dimensional 1, then we define the nullity of T as 1 In this course, this is always the case,
since we are only dealing with finite
dimensional real vector spaces.

nullity(T) := dim ker(T),
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and the rank of T as

rank(T) := dim Img(T).

Ã Note A.1.1

From the action of a linear transformation, we observe that the

larger the nullity, the smaller the rank . Put in another way, the more

vectors are sent to 0 by the linear transformation, the smaller the range.

Similarly, the larger the rank, the smaller the nullity.

This observation gives us the Rank-Nullity Theorem.

¯Theorem A.1 (Rank-Nullity Theorem)

Let V and W be vector spaces, and T ∈ L(V, W). If V is finie-dimensional,

then

nullity(T) + rank(T) = dim(V).

From the Rank-Nullity Theorem, we can make the following obser-

vations about the relationships between injection and surjection, and

the nullity and rank.

7 Proposition A.2 (Nullity of Only 0 and Injectivity)

Let V and W be vector spaces, and T ∈ L(V, W). Then T is injective iff

nullity(T) = {0}.

Surjection and injectivity come hand-in-hand when we have the

following special case.
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7 Proposition A.3 (When Rank Equals The Dimension of the

Space)

Let V and W be vector spaces of equal (finite) dimension, and let T ∈
L(V, W). TFAE

1. T is injective;

2. T is surjective;

3. rank(T) = dim(V).

Note that the proof for 7 Proposition A.3 requires the under-

standing that ker(T) = {0} implies that nullity(T) = 0. See this

explanation on Math SE.

A.2 Inverse and Implicit Function Theorems

This space is dedicated to a little exploration of the inverse and im-

plicit function theorems. For now, the theorems themselves will be

noted down.

¯Theorem A.4 (Inverse Function Theorem)

Let F : U ⊆ Rn → Rn be a smooth mapping, and let V = F(U).

Suppose p is a point in U where the Jacobian (D F)p is invertible. Then

• there exists an open subset U′ ⊆ U ⊆ Rn such that p ∈ U′, and

• an open subset V′ ⊆ V ⊆ Rn such that q = F(p) ∈ V′, and

• a smooth function G : V′ ⊆ Rn → Rn with U′ = G(V′) that satisfies

G(F(x)) = x for all x ∈ U′, and F(G(y)) = y for all y ∈ V′.

Ã Note A.2.1

• When restricted to U′, the mapping F is invertible with a smooth

inverse F′−1 = G.

https://math.stackexchange.com/questions/664594/why-mathbf0-has-dimension-zero
https://math.stackexchange.com/questions/664594/why-mathbf0-has-dimension-zero
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• This means that the restriction of F to the neighbourhood U′ of p is a

diffeomorphism of U′ onto V′ = F(U′), its image.

¯Theorem A.5 (Implicit Function Theorem)

Let F : W ⊆ Rn+m → Rn be a smooth mapping, and suppose F(q, p) =

0 for some (q, p) ∈ W. Let A be the n × n matrix Aij = ∂Fi

∂yj (q, p).

Suppose det A 6= 0. Then there exists

• an open neighbourhood W ′ ⊆W of (q, p) and

• an open neighbourhood U of p in Rm and

• a smooth mapping H : U ⊆ Rm → Rn

such that

{(y, x) ∈W ′ : F(y, x) = 0} = {(H(x), x) : x ∈ U}

That is, for a set of points (y, x) ∈ W ′ that satify F(y, x) = 0, we can

write y as a smooth function H(x) of x.
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directional derivative, 165
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Opposite orientation, 29

Orientable Submanifolds, 178

Orientation, 65

parameterization, 71, 132

parameterized Submanifold, 132

Partition of Unity, 195

Pullback, 54, 113

Pullback Maps, 171

Pullback of 0-forms, 117

pushforward, 113, 131

range, 243

Rank, 243

Rank-Nullity Theorem, 244
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standard k-forms, 107

standard basis, 27
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Stokes’ Theorem, 205, 217

Submanifold with Boundary, 208

Submanifolds, 135
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Tangent Bundle, 91

tangent map, 72

Tangent Space, 77, 134

Tangent Vector, 77

The Chain Rule, 73
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Vector Field, 92

Vector Fields, 168

Velocity, 75

Velocity Vectors, 156

Volume Form, 239

Wedge Product, 51, 168

Wedge Product of k-Forms, 111
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